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Abstract: Predicting the popularity of posts on social networks has taken on significant importance in
recent years, and several social media management tools now offer solutions to improve and optimize
the quality of published content and to enhance the attractiveness of companies and organizations.
Scientific research has recently moved in this direction, with the aim of exploiting advanced techniques
such as machine learning, deep learning, natural language processing, etc., to support such tools.
In light of the above, in this work we aim to address the challenge of predicting the popularity of
a future post on Instagram, by defining the problem as a classification task and by proposing an
original approach based on Gradient Boosting and feature engineering, which led us to promising
experimental results. The proposed approach exploits big data technologies for scalability and
efficiency, and it is general enough to be applied to other social media as well.
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1. Introduction

Presently, the social network market grows both in number of operators and in number of
posts, exponentially. With millions of monthly active users, both on mobile devices and web
browsers, Instagram represents a leading platform in this market. Launched in 2010, it has gradually
gained a leading role among photo-sharing platforms, introducing several innovative features over
times, including—not exhaustively—filters, stories, and an internal messaging system. Recently,
these features have attracted not only ordinary users and photography enthusiasts, but also companies,
organizations and global brands, thanks to the possibility that Instagram has offered to explore new
business models and marketing strategies.

In such a context, approaches aimed to predict the popularity of social content are gaining
increasing attention, not only from a commercial and industrial standpoint, but also from a scientific
perspective. Indeed, thanks to the advancement of knowledge in the fields of data analysis and artificial
intelligence, together with the development of new techniques based on Machine/Deep learning,
Reinforcement Learning, Natural Language Processing (NLP), Data mining, Big Data, etc. [1–7], it is
now possible to provide advanced tools for companies and individuals, and promote the consolidation
of these businesses in the social market. For this purpose, such tools and techniques usually aim
to extract hidden information that may be exploited in several directions, spanning from targeted
advertisements to political strategies.

Within this context, the present work proposes a novel approach for predicting the future
popularity of Instagram posts. In particular, the existing literature often focuses on the prediction of
the so-called engagement factor (i.e., the ratio between expected likes and number of followers of the
account), thus addressing a regression problem. Conversely, this paper aims to determine whether,
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for the post to be published, the deviation from the average number of likes of recent posts will be
positive or negative, therefore solving a binary classification task. More precisely, our method predicts
the expected popularity class regardless of the selected media (image or video), which we assume
as fixed by the user: vice versa, we analyze the metadata associated with the post (e.g., the caption,
the chosen hashtags, the expected time and date of publication, the used emojis), as well as the
additional information related to the account and the popularity of recent posts.

Therefore, the main contributions of this work are:

1. an original formulation of the problem to address, by defining it as a binary classification task,
with the aim of determining whether the popularity of a future post will increase or decrease
compared to the average popularity value of the past posts;

2. a novel approach based on feature engineering and machine-learning techniques for the prediction
of the expected popularity class of posts on Instagram (although the approach is general and
applicable to other social networks);

3. an experimental evaluation of the approach, comparing the results against a set of strong baselines,
in different scenarios (obtained through an extensive exploration of the problem parameters);

4. a big data infrastructure that we have leveraged to run the proposed approach and that makes it
scalable and flexible;

5. an analysis of the execution performance of the proposed algorithm, by considering a distributed
cloud deployment, and by exploiting the aforementioned big data infrastructure.

The remainder of this paper is then organized as it follows. In Section 2, we present some
background notions related to the adopted machine-learning techniques, and a wide overview of the
related work. Then, in Section 3 we outline the problem to be addressed and describe it in a formal
way. Section 4 contains the procedure adopted for collecting the data and building the dataset, whereas
in Section 5 we describe in detail the proposed approach. Finally, in Section 6 we illustrate the results
of the experimental evaluation, and in Section 7 we conclude the work, indicating some possible
future developments.

2. Background and Related Work

This section provides a background on the techniques and methods exploited in this work,
along with an overview and some representative examples of state-of-the-art works focused on this
research field.

2.1. Machine-Learning Algorithms

On the basis of the target strategy, the type of involved input/output data, and the type of problem
to face, the existing literature proposes several types of machine-learning algorithms (e.g., supervised
learning, unsupervised learning, semi-supervised learning, reinforcement learning, self-learning,
feature learning, etc.). However, the most adopted classification essentially comprises three main
groups: supervised, unsupervised, and semi-supervised [8,9].

Intuitively, in the supervised case, the learning is achieved by leveraging on a previous knowledge
of the possible output value for each sample. The objective is hence to learn a function able to
approximate the relationship between the input and the output. More formally, given an instance
space X and a label space Y, let us suppose there exists a target function y = f (x), with x ∈ X and
y ∈ Y, able to map each x to the correct y: the supervised algorithm tries to generalize the function
f (x), by observing a (possibly large) set of (x, y) sample pairs. Supervised learning can thus address
both regression [10] and classification [11] problems: the first case, when the output variable y is
numerical (or continuous); the second case, when the output variable y is categorical (or discrete).
For these reasons, supervised algorithms have been widely exploited in the literature: some examples
are represented by Random Forests [12], Support Vector Machines [13], Gradient Boosting [14], Neural
Networks [15].
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On the other hand, in the unsupervised learning, labeled outputs are not necessary for the training
phase. Indeed, unsupervised algorithms try to detect some hidden patterns on the input data, in order
to find a structure in them. They are mainly grouped in clustering algorithms [16] (that aggregate data
into similar sets, according to one or more defined metrics) and association algorithms [17] (that search
for rules able to describe large portions of the given data). The two most common techniques, in this
category, are the K-means [18] for clustering tasks, and the Apriori [19] for association tasks.

Finally, as previously mentioned, there exists also a third approach, defined semi-supervised [9]
learning, which represents a combination of the supervised and unsupervised approaches: here,
a small part of the labeled samples is used for the training stage, to facilitate the learning of the
remaining large amount of unlabeled input data.

2.2. Ensemble Learning

With the expression ensemble learning, literature usually refers to a machine-learning paradigm
that exploits multiple models, i.e., the weak learners, which are trained and combined together in order
to solve specific problems. Indeed, this strategy relies on the idea that such a combination of several
single (weak) models, in particular if associated with a proper feature selection step [20], can lead to
an improvement of the final accuracy.

In this context, a machine-learning technique able to face both regression and classification tasks,
effectively, is the aforementioned Gradient Boosting [14]: here, a model is created in a gradual, additive,
and sequential way, and it is generalized by allowing the optimization of an arbitrary differentiable
loss function [21]. On the other side, a second well-known algorithm, based on the same ensemble
learning paradigm, and that is widely used in the literature thanks to its performance, is represented by
the previously mentioned Random Forests [12]. It exploits the same Gradient Boosting mechanism to
build the prediction model. Specifically, it uses a large number of single decision trees, which operate
in an ensemble way. Each single tree outputs a class prediction, and the final prediction of the model is
given by the class with the most votes.

For these reasons, in this work we exploit both Gradient Boosting and Random Forest-based
techniques in order to build our general algorithm for predicting the popularity class of Instagram
posts, as better explained in Section 5. In particular, the former is used as the main method, whereas the
latter represents a variant used for the comparison. The adopted paradigm is therefore a supervised
one and, specifically, the ensemble learning described above.

2.3. Popularity in Social Media

Several literature approaches have recently emerged on this topic, proposing different strategies
in terms of data collection, method of classification, and measure of popularity used. For example,
Gayberi et al. [22], in their proposal, exploit a tailor-made dataset of 210,630 posts extracted from
common Instagram accounts, enriched with several features related to posts, user profiles, images and
statistical features, addressing the problem as a regression task. Experiments have been performed
using different machine-learning algorithms, from Random Forest to MLP and Deep Learning,
comparing the results in terms of MAE and RMSE. De et al. [23] analyze 1280 Instagram posts
from Indian users, trying to predict the popularity score as a range of achieved likes, grouped by 25
(e.g., 0–25, 25–50, etc.). Their solution, based on a Deep Learning approach, leverages the type of filter
applied to the image, the location, the day of the week and time of posting, the caption, the number of
users tagged, and the hashtag list.

Other studies have been also conducted in different social contexts such as, for instance, Twitter,
where in [24] the authors propose a study aimed at the prediction of the tweet popularity as a
classification problem. Similarly, in [25], a sentiment analysis task has been performed on the Twitter
posts, in order to measure the positive or negative influence of popular users. In this direction,
the prediction of the retweet rate of a given tweet has been also investigated in [26], whereas a
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micro-prediction model aimed at evaluating the Twitter message propagation for a user has been
proposed in [27].

A study focused on the analysis and prediction of the news popularity in Telegram has then been
performed in [28], where the authors underline the differences between the definition of a popularity
score in such a platform, with respect to other social media. In [29], the authors propose a regression
method to predict the online video popularity based on the number of views, by taking into account
YouTube and Facebook platforms. Specifically, the literature shows how the exploitation of information
from social media becomes increasingly important. In [30], such an information has been exploited in
order to predict e-commerce products prices, whereas in [31] the authors performed an evaluation of
products and services through unsolicited social contents. Similar research work has instead focused
on group identification and recommendation in social networks: for instance, in [32], Alduaiji et al.
propose an influence propagation model for community detection, to identify and understand user
relationships in social media, while in [33], Carta et al. present a novel method for the prediction of
the ratings in a social group recommendation scenario in which groups are detected by clustering
the users.

On the other side, many studies are instead oriented to a deeper analysis of the social media
posts, such as in [34,35], where the authors propose approaches for toxic comment classification.
Indeed, similarly to other contexts [36–42], a considerable importance is given to the transformation
of the original data domain, such as, for instance, in [43], where an approach aimed to predict
the popularity of online videos by exploiting the Fourier transform has been presented. Another
example is represented by the work in [44], where the authors propose a solution based on the wavelet
transform to detect human, legitimate bot, and malicious bot in online social networks. However, as it
happens in related fields [45], the preferences of the users over time could be biased by several factors,
not reflecting their real preferences [46]. A systematic overview has been provided in [47], where the
authors reviewed the recent literature, offering statistics and discussing about methods, algorithms,
techniques, and challenges.

3. Problem Formulation

Differently from other literature works, which commonly formulate the problem as a regression
task, with the goal of estimating the so-called engagement factor (i.e., the ratio between expected likes
over account followers) of a future post, we model the problem as a binary classification task.

More specifically, our goal is to determine if a future Instagram post will be popular or unpopular,
regardless of the type of visual content published (image or video), but mainly focusing on the post
metadata such as the caption, the time of publication, and the account typology. In particular,
we label as popular a post whose number of (expected) likes will exceed a specified threshold
(roughly, the moving average of likes of the account), or as unpopular otherwise.

To formalize this concept, we first need to introduce the preliminary definition of the Likes Moving
Average (LMA). Intuitively, given the i-th post of an Instagram account, the LMA represents the average
number of likes achieved by its previous K posts. In formulae, let PA be the ordered set of posts
published by an account A; then, we have:

LMAK(i, A) =
∑i−1

j=i−K like_count(PA[j])

K
(1)

where K is the number of previous posts considered (i.e., the size of the moving average window),
and like_count(PA[j]) is the number of likes obtained by the j-th post of A (To simplify our model,
we assume to collect the number of likes of a given post, only after this value has stabilized over time
and will not vary significantly in the future).



Information 2020, 11, 453 5 of 17

Given LMAK, we can now derive the Popularity Class (PC) associated with the i-th post of the
account A, as it follows:

PCK,∆(i, A) =

{
1 or popular, if like_count(PA[i]) > (1 + ∆) · LMAK(i, A) or

0 or unpopular, otherwise.
(2)

that when the parameter ∆ = 0, essentially defines as popular a post i of A, if its expected number of
likes is greater than the average likes of the previous K posts (i.e., LMAK). In this context, ∆ represents
a tolerance threshold for the definition of popular posts: for instance, given ∆ = 0.2 and K = 50,
a post is labeled as popular if its achieved likes are greater or equal than 20% of the average likes of its
preceding 50 posts.

4. Data Collection

In this section, we describe in detail the process adopted to build the dataset used for the study
and testing of our approach.

Although some Instagram datasets already exist in the literature or are available on the web,
we opted to build a new one from scratch. This choice was essentially driven by two reasons: (i) the
social network sector is constantly evolving, and sees a steady emergence of new features, different
recommendation policies, and explosive growth in content, therefore databases generated a few years
earlier may not fully reflect the current situation; and, (ii) for the type of analysis to be performed,
we needed a large dataset, with raw and genuine contents, and the widest possible set of features.

To build the dataset, we first collected a preliminary list of Instagram account identifiers, from which
the full posts are extracted. The steps required for this process are depicted in Figure 1: starting from the
preliminary list of accounts, we exploited a browser extension (https://instagramhelpertools.com/) for
Google Chrome to export—for each of them—the full list of followers. Therefore, we iteratively extended
the list of accounts, until a sufficiently large number of accounts was reached. Then, we leveraged
our software module, developed in Python, to remove duplicates and filter accounts according to the
following specifications: first, we selected ordinary profiles only (i.e., those with less than 25,000 followers);
second, we required that each selected account has at least 100 published posts; and, third, we discarded
accounts with private visibility.

Figure 1. High-level schema of the data collection process.

https://instagramhelpertools.com/
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Once we completed this step, and we have then obtained the final list of accounts on which to build
the dataset, we used our same Python module to interface with Instagram, through integration with an
open-source crawler (https://github.com/huaying/instagram-crawler). In this way, we proceeded to
the extraction, on average, of the last 100 posts of each collected user; in particular, the list of complete
posts of each account (along with some general profile information) has been separately stored on disk,
organized in an appropriate directory as a json file.

As already mentioned, although we also stored the URL of the visual content related to the
post (i.e., the image or video) into the final json document, this content is not taken into account by
this work (it is stored for possible future purposes, see Section 7), which instead aims to determine
the popularity of a future post of Instagram according to the metadata chosen (caption, publication
time, hashtags, etc.), thus assuming that the visual content itself is predetermined and not amendable.
Hence, following this scheme, we collected the post and profile features described in Table 1.

Table 1. Dataset features collected from Instagram.

Feature Description

is_video A binary feature that indicates if the post content is an image or a video.
likes_num The number of likes received by the post.
timestamp The publication date and time of the post.
followers_num The number of followers of the post author.
caption The full caption of the post, including emojis and hashtags.

Overall, the final dataset we collected thus consists of 106,404 rows, for a total of 2545 different
users. On average, each user has 2071 followers. Finally, in Figure 2, we show some statistics related to
the considered accounts: in particular, the sub-figure (a) shows that the average of achieved likes per
post is, in proportion to the followers, higher for smaller accounts, whereas (b) outlines the typical
publication times chosen by these accounts, in which the 18:00–21:00 time range appears to be the most
popular one.

(a) Average likes for range of account followers. (b) Most preferred time slots for posting.

Figure 2. Some information about the Instagram accounts included in our dataset: in (a), the average
likes for different ranges of account followers is shown; in (b), the most preferred times per post
publication are provided.

5. Proposed Method

In this section, we now describe the proposed method to address the problem of predicting the
popularity class of a future Instagram post (as defined in Section 3), through a supervised learning
technique and by exploiting user-generated metadata (caption, hashtag, publication time, etc.) as
features. As previously mentioned, our method does not perform any kind of analysis on the type of
visual content that the user intends to publish (picture or video), since the goal is to verify whether
the background information generated by the user is useful to promote the aforementioned content,

https://github.com/huaying/instagram-crawler
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or, vice versa, whether it may penalize the expected popularity. Moreover, such a consideration allows
us to generalize our approach and apply it to other social networks where only text is reported.

In particular, the proposed method that we named XGBoost Instagram Predictor (XGB-IP), consists
of two main steps:

1. a feature engineering phase, in which, starting from the fetched data (according to the
procedure described in Section 4), we enriched the dataset with some derived information,
as well as removing data whose contribution was negligible or not interesting for the class
prediction purposes;

2. a supervised learning step, where the classification model is built on the features obtained from the
step (1), and then used for the popularity class prediction of new posts.

An overview of the proposed approach is then outlined in Figure 3, whereas its details are
described below.

Figure 3. Overview of the proposed approach.

5.1. Feature Engineering

Starting from the data collected as described in Section 4, we performed a feature engineering
stage, where we enriched the dataset with several additional features, in order to boost the performance
of the classifiers and to improve the overall accuracy of the approach.

A first set of features provides some indicators related to the last posts published by the account
in question. Then, a second set of features is derived by processing the chosen caption of the future
post, as well as the expected timestamp of publication. A summary of these extra features is provided
in Table 2.

Table 2. Advanced features generated by processing the collected input data.

Feature Type Description

Average likes Average number of likes of the K most recent posts of the
account, for different values of K.

Recent likes The exact number of likes achieved by the most recent
published posts.

Time features The scheduled date and time of the post to be published.

Text-related features The features derived from the caption (number of words,
sentiment score, hashtags popularity, emoji, etc.).

First, we considered the average likes achieved by the K most recent posts published by the
account. This information in fact provides an effective indicator for estimating an account popularity
trend, and has also been exploited to define the baselines used as a comparison in Section 6. In this
regard, we extended the dataset with a column for each K ∈ {5, 10, 15, 20, 30, 50}. Then, we introduced
a few more targeted features, providing the exact number of likes of the latest published posts. To this
purpose, we only considered the last 5 previous posts because, from preliminary analysis, we observed
that data from older posts had a negligible impact on the accuracy results (since their information was
well absorbed by the averages).

We therefore transformed the data related to the scheduled time and date of publication into
separate features, specifying the time, day of the week, month and season of planned publication.
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Finally, as a last but not less important step, we analyzed the caption of the posts, extracting the
number of words, the number of users tagged, the number (and importance) of chosen hashtags, and,
notably, a sentiment score [48–50], calculated using the SentiStrength library (http://sentistrength.wlv.
ac.uk/), after filtering hashtags and mentions. We also paid particular attention to the presence of emojis
in the caption. Hence, we defined 10 macro-categories, corresponding to 10 different features/columns:
happiness, love, sadness, travel, food, pet, angry, music, party and sport. Each of these represents a binary
feature, whose value depends on the presence, in the caption, of at least one emoji which is relevant
to the category (note that the set of categories has been reduced as a result of preliminary empirical
testing; similarly, the use of binary features has shown to be more effective than the use of discrete
features which also count the number of emojis present in the text).

In parallel, we also collected all the hashtags referred in the posts of our dataset, and then
we associated a weight to each of them, intended as the number of posts in which they appear,
relative to the whole Instagram network. Then, similarly to what we did for the emojis, we created
10 macro-categories of hashtags, corresponding to 10 different levels of hashtag popularity (determined
by dividing into 10 parts the range of weights between the most used and the least used hashtag,
according to logarithmic scale). In this way, each macro-category corresponds to a binary feature that
is set to 1 when the caption includes at least one hashtag which belongs to that level.

Finally, we added the popularity class (PC) to the dataset (to be used for the training stage),
represented by a binary label that assumes the value 1 if the considered post is popular, and 0
otherwise (according to the definition mentioned in Section 3). Specifically, we added a separated
label for each different pair of parameters K and ∆ (with K indicating the number of previous posts
taken into account, and ∆ the tolerance threshold for the classification of the future post as popular).
In particular, for our experimental scenarios, described in Section 6, we consider K values equal to 10,
30 and 50, while ∆ values equal to 0, 0.05, 0.1 and 0.15.

5.2. Supervised Learning

The key contribution of the proposed approach lies in the exploitation of supervised learning
techniques that, through the training of classification tools using the labeled input data from our
dataset, generate the appropriate models for the prediction of the expected popularity of future posts.
For this purpose, as a result of preliminary tests and also depending on the type of data processed,
the choice has fallen mainly on the XGBoost algorithm (which represents an efficient implementation
of the previously mentioned Gradient Boosting). We called the overall method XGBoost Instagram
Predictor (hereafter, XGB-IP). However, for the classification phase, we also implemented a variant
based on the Random Forest algorithm, as a further point of comparison. Similarly, this variant has
been named Random Forest–Instagram Predictor (hereafter, RF-IP).

We tested the classification algorithms with different configurations, by performing a parameters
exploration, mainly on the following: learning_rate, which represents the shrinkage of each tree
contribution; n_estimators, which is the number of boosting stages to perform; and max_depth,
which represents a limitation of the number of nodes in each tree. Table 3 shows the final obtained
configurations, for both the classification algorithms considered. In addition to those mentioned
above, several tests were also performed on the other parameters. However, since they did not bring
significant improvements in accuracy or execution time, we opted to use the default values.

http://sentistrength.wlv.ac.uk/
http://sentistrength.wlv.ac.uk/
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Table 3. Algorithm parameters.

Algorithm Parameters

XGBoost–Instagram Predictor (XGB-IP)

learning_rate 0.1

n_estimators 750

max_depth 5

Random Forest–Instagram Predictor (RF-IP)
n_estimators 750

max_depth 5

Once the parameters are defined, the supervised learning is then performed in two stages:
(i) by fetching the input data (from the enriched dataset), to build the appropriate training and test
sets; (ii) by training the classifier. Finally, the prediction module, which integrates the output model,
is made accessible either as a software API or through a facilitated user interface.

6. Experimental Evaluation

In what follows, we illustrate the experiments we carried out to validate the effectiveness of our
method, performed by considering the dataset described in Section 4.

6.1. Implementation Details

Before going into the details of the conducted experiments, we first introduce the distributed
architecture and the associated implementation details, used for the construction of the dataset and for
the execution of the experiments described below.

With respect to the creation of the dataset (i.e., the collection of the list of Instagram accounts,
the download of all the posts data, etc.), we exploited a typical laptop, running Microsoft Windows 10.
Conversely, for the training phase, we opted for a distributed implementation, in order to evaluate the
scalability of the approach and to exploit big data technologies and tools. To this purpose, we leveraged
on the following software:

• the Amazon AWS / EC2 cloud computing platform (https://aws.amazon.com/it/ec2/), to build
the cluster infrastructure used for our experiments;

• the HashiCorp Terraform tool (https://www.terraform.io/), for the management and provisioning
of the AWS instances;

• the Apache Spark framework (https://spark.apache.org/), for the distributed computing,
in particular its Python wrapper XGBoost4J-Spark (https://xgboost.readthedocs.io/en/latest/
jvm/xgboost4j_spark_tutorial.html), which allowed us to integrate Spark and XGBoost;

• the Apache Hadoop framework (https://hadoop.apache.org/), to handle the dataset.

Through these tools, we set up different distributed clusters, consisting of 1, 2, 4 and 8 parallel
workers respectively, to compare their performance. In this context, each worker corresponds to a
t2.medium AWS instance, each one featuring the following technical specifications:

• Operating System: Ubuntu Server 18.04 LTS;
• Processor: Intel Xeon (up to 3.3 GHz);
• vCPU (#): 2;
• Memory (GB): 4.

Table 4 shows the execution times of the training phase, in seconds, as the cluster size increases.
We observe how the exploitation of the big data management tools, as well as a parallel architecture
for running the training phase, allowed us to obtain a significant time saving of ∼38% in terms of
execution performance, when a cluster size consisting of 8 workers was used (compared to the use of a
single machine).

https://aws.amazon.com/it/ec2/
https://www.terraform.io/
https://spark.apache.org/
https://xgboost.readthedocs.io/en/latest/jvm/xgboost4j_spark_tutorial.html
https://xgboost.readthedocs.io/en/latest/jvm/xgboost4j_spark_tutorial.html
https://hadoop.apache.org/
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Table 4. Execution time of a single iteration as cluster size increases (each Apache Spark worker runs
on a separate machine).

Workers Instance Type Execution Time

1 t2.medium 55.59 s
2 t2.medium 51.75 s
4 t2.medium 48.15 s
8 t2.medium 40.25 s

This result makes it possible to affirm that the distributed implementation of the method
is adequately scalable, and can be therefore extended in order to exploit a much larger dataset
(with millions of posts) and a possibly larger number of features.

6.2. Monte Carlo Cross-Validation

The experiments were carried out on the entire dataset, by exploiting the Repeated hold-out
validation technique, also known as Monte Carlo cross-validation [51]. Compared to the K-fold approach,
although both methods achieve the statistical significance of the result, Monte Carlo allows exploration
of a larger number of partitions of the dataset, providing a more accurate estimate of the real accuracy
of the algorithm (as it reduces the variance), in order to decrease the risk of overfitting.

To this end, we performed multiple independent runs, each with random partitioning of the
dataset in a training set with the 90% of the samples, and a test set with the remaining 10% of the
samples. Moreover, the split between train and test is performed without replacement, and with
stratification, i.e., ensuring that the distribution of the classes of the full dataset is preserved in the
individual sets.

6.3. Baselines

To better evaluate the effectiveness of the proposed method, as well as to highlight the contribution
of the used feature engineering and supervised learning techniques, we now provide a set of baselines
for the comparison of the results.

There are three primary baselines and a fourth obtained as the average of the three. They are not
based on machine-learning techniques. The idea behind these baselines lies in the assumption that
future posts to be published reflect the performance of the most recent posts: informally, for each of
first three of them, the expected class of popularity of the future post is defined as the class (already
known a priori) of—respectively—the most recent, second most recent and third most recent post
already published by the same Instagram user.

In formulae (by recalling the definition of Popularity Class from Equation (2)):

Baselinej_PCK,∆(i, A) = PCK,∆(i− j, A), with 0 < j ≤ 3 (3)

We also observe that although these baselines globally obtain good performance (especially as
the value of the considered K parameter increases), the best one is given by fixing j = 1 (Baseline 1);
in particular, for values of j > 3, we found a rapid decay of the baseline accuracy. Therefore, hereafter,
we only consider j ∈ {1, 2, 3} for our comparison.

However, we introduce an additional baseline, which represents a special case, and we indicate it
with index j = 4 (Baseline 4). It is simply defined as the average of the first three baselines:

Baseline4_PCK,∆(i, A) =

3
∑

j=1
PCK,∆(i− j, A)

3
(4)

The baselines defined above will then be used in the remainder of this section for the comparison
with the proposed method.
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6.4. Evaluation Metrics

Before proceeding with the presentation of the experimental results, let us illustrate the metrics
we considered for the assessment of our approach.

6.4.1. Accuracy

This metric gives us information about the number of instances correctly classified, compared to
the total number of them. It provides an overview of the performances of the classification. Formally,
given a set of X Instagram posts on which to make a popularity prediction, the accuracy is calculated
as shown in the following equation, where |X| stands for the number of posts and X(+) stands for
those correctly classified.

Accuracy(X) =
X(+)

|X| =
tp + tn

tp + tn + f p + f n
(5)

where tp represents the number of true positives, tn the number of true negatives, fp the number of
false positives and fn the number of false negatives.

6.4.2. Balanced Accuracy

This is a suitable metric for evaluating how good a binary classifier is, especially when the classes
are unbalanced. It is defined as the average of recall obtained on each class. The recall metric Rc for a
generic class can be defined as follows:

Rc =
tp

(tp + f n)
(6)

Using this definition, we can obtain the balanced accuracy in the following way:

Rc0 + Rc1

2
(7)

where Rc0 and Rc1 represent, respectively, the recall value for class 0 (unpopular) and class 1
(popular), respectively.

6.4.3. F1-Score

The F1-Score is a weighted average of two metrics: precision and recall. Recall metric Rc is
calculated as defined in Equation (6). Similarly, we define the precision Pc for a generic class:

Pc =
tp

(tp + f p)
(8)

with tp representing the number of true positives and fp the number of false positives. Based on
Equations (6) and (8) we can then define F1-Score Fc , for a generic class c, as:

F1c = 2× Pc × Rc

Pc + Rc
(9)

This metric is calculated independently for each of the two classes c0 and c1, resulting in two
values F1c0 and F1c1. At this point, the final result is obtained as follows:

weightedF1 = F1c0 ×W0 + F1c1 ×W1 (10)

with W0 and W1 representing the weights associated with the two classes, whose values depend on the
number of true instances of each class.
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6.5. Results

We now show the results of the experimental evaluation of our algorithm, in terms of the metrics
described in Section 6.4, and by comparing it with the baselines outlined above.

We performed a total of 12 experiments, by spanning different combinations of K (10, 30 and 50),
i.e., the number of previous posts used to calculate the recent average of likes, and different values of
∆ (0, 0.05, 0.1 and 0.15), i.e., the minimum positive deviation from the average to classify the future
post as popular. As an example, if we consider K = 30 and ∆ = 0.05, a post will be classified as
popular, if its number of expected likes will be at least 5% higher than the average likes of the last
30 posts of that user.

Specifically, Table 5 shows the results for K = 10 and all the considered thresholds ∆. This is the
worst-case scenario, since the prediction of the post popularity takes into account the average likes
of the 10 most recent posts only, thus examining a short-term trend. Focusing on the competitors,
we observe that the best baseline is the #4, although for ∆ = 0, the baseline 1 reaches slightly
better results. In this context, our method (XGB-IP) gets the best overall performance for all the
∆ thresholds (except for the F1-Score with ∆ = 0.15). Here, the most significant value is a 57.22%
of balanced accuracy for ∆ = 0: in this case, we get a relative improvement of +8.59% compared
to the best baseline, as well as a +7.46% compared to the Random Forest variant of our method.
This gap decreases as ∆ grows; for ∆ = 0.15, in fact, the performance is very similar to that of the
competitors. A possible explanation for this behavior lies in the fact that posts that achieve a high
increase in popularity compared to the account recent average are very unusual or characterized by
deeper semantic peculiarities, and therefore difficult to predict by classification models that exploit the
features of the proposed approach.

Table 5. Results of the experiments for K = 10 (best values are highlighted in bold).

K = 10

∆ = 0 ∆ = 0.05

Accuracy Balanced Accuracy F1-Score Accuracy Balanced Accuracy F1-Score

Baseline 1 52.86% 52.69% 52.86% 53.92% 52.53% 53.83%
Baseline 2 51.05% 50.83% 51.02% 52.06% 50.49% 51.89%
Baseline 3 49.92% 49.68% 49.89% 51.44% 49.77% 51.22%
Baseline 4 52.51% 52.56% 52.56% 54.15% 52.61% 53.98%
RF-IP 55.12% 53.23% 49.76% 58.60% 51.11% 45.82%
XGB-IP 57.63% 57.22% 57.42% 59.59% 55.63% 56.86%

∆ = 0.1 ∆ = 0.15

Baseline 1 56.21% 52.65% 55.94% 58.91% 52.61% 58.43%
Baseline 2 54.28% 50.41% 53.90% 57.45% 50.69% 56.80%
Baseline 3 53.94% 49.85% 53.45% 57.19% 50.13% 56.39%
Baseline 4 57.56% 52.81% 56.53% 61.61% 52.84% 59.48%
RF-IP 62.86% 50.38% 49.18% 66.95% 50.34% 54.16%
XGB-IP 63.10% 53.97% 57.17% 67.13% 53.13% 59.30%

By moving to K = 30 (Table 6), i.e., by increasing the number of recent posts considered,
all methods considered get better results. However, our approach is confirmed as the best, with the
exception—also in this case—of ∆ = 0.15 (but with a result still comparable to that of baseline 4).
The balanced accuracy for ∆ = 0 is 61.19%, with a relative increase of +5.12% compared to baseline 4.
We also note that for this configuration, even the variant based on Random Forest obtains a good result,
but it worsens dramatically as ∆ increases.
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Table 6. Results of the experiments for K = 30 (best values are highlighted in bold).

K = 30

∆ = 0 ∆ = 0.05

Accuracy Balanced Accuracy F1-Score Accuracy Balanced Accuracy F1-Score

Baseline 1 56.78% 56.77% 56.79% 57.09% 56.51% 57.08%
Baseline 2 55.65% 55.64% 55.65% 55.95% 55.29% 55.91%
Baseline 3 54.29% 54.26% 54.29% 54.94% 54.21% 54.87%
Baseline 4 58.14% 58.21% 58.11% 58.37% 57.94% 58.41%
RF-IP 59.22% 59.20% 59.22% 59.97% 57.78% 58.33%
XGB-IP 61.17% 61.19% 61.17% 61.92% 60.49% 61.30%

∆ = 0.1 ∆ = 0.15

Baseline 1 58.65% 56.72% 58.59% 60.34% 56.52% 60.19%
Baseline 2 57.28% 55.19% 57.17% 58.97% 54.84% 58.73%
Baseline 3 56.54% 54.27% 56.36% 58.88% 54.54% 58.55%
Baseline 4 60.21% 58.18% 60.08% 62.46% 58.00% 61.95%
RF-IP 62.52% 55.05% 56.10% 64.98% 51.77% 53.68%
XGB-IP 64.09% 59.22% 61.77% 66.70% 57.81% 62.70%

Finally, for K = 50, our method obtains the best overall result, with a balanced accuracy of
64.72% for ∆ = 0 (in relative terms, it means a +5.03% if compared to the best baseline, and a +3.9% if
compared to the Random Forest variant), hence achieving a good predictivity.

Moreover, in this last setup, besides clearly overcoming all the competitors, the result of our
method for ∆ = 0.15 (i.e., the ability to predict whether the considered post will reach several likes
more than 15% higher than the average of the last 50 published ones) has shown to be particularly
significant. Indeed, as illustrated in Table 7, for this difficult scenario, our XGB-IP method achieves a
balanced accuracy of 62.68%, and an F1-score of 65.81%.

Table 7. Results of the experiments for K = 50 (best values are highlighted in bold).

K = 50

∆ = 0 ∆ = 0.05

Accuracy Balanced Accuracy F1-Score Accuracy Balanced Accuracy F1-Score

Baseline 1 59.57% 59.54% 59.57% 59.91% 59.73% 59.90%
Baseline 2 58.74% 58.72% 58.74% 58.82% 58.63% 58.81%
Baseline 3 57.51% 57.49% 57.51% 57.77% 57.53% 57.74%
Baseline 4 61.75% 61.62% 61.64% 61.80% 61.78% 61.84%
RF-IP 62.39% 62.29% 62.33% 62.64% 62.29% 62.53%
XGB-IP 64.82% 64.72% 64.76% 64.95% 64.57% 64.83%

∆ = 0.1 ∆ = 0.15

Baseline 1 60.51% 59.59% 60.49% 61.71% 59.51% 61.66%
Baseline 2 59.50% 58.53% 59.46% 60.82% 58.47% 60.73%
Baseline 3 58.67% 57.56% 58.58% 60.02% 57.47% 59.85%
Baseline 4 62.44% 61.64% 62.44% 63.79% 61.47% 63.65%
RF-IP 63.57% 61.09% 62.41% 65.38% 59.21% 62.34%
XGB-IP 65.93% 63.84% 65.15% 67.50% 62.68% 65.81%

7. Conclusions and Future Work

In this work, we proposed an original definition of popularity for Instagram posts, by modeling it
as a binary classification problem. Then, we designed a novel approach to predict such a popularity,
combining feature engineering, supervised learning techniques and big data technologies.

Our method is developed to take advantage of the metadata associated with the post to be
published (account data, scheduled date and time of publication, caption, etc.), regardless of the visual
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content proposed (video or image), and thus making it easily extensible to different social networks too.
More in detail, compared to the previous literature work, our proposal introduces a new set of enriched
features, with particular attention to the semantic content of the post caption, by analyzing, for instance,
the sentiment score, the emojis and the popularity of the chosen hashtags. In addition, instead of
simply predicting the number of expected likes, or the engagement factor, our method punctually
identifies posts that are very likely to exceed (or not exceed) the average popularity of the account,
providing a more suitable tool for practical use in social media management activities.

The validation of the method was performed considering two different implementations
(one based on Gradient Boosting, and one based on Random Forest), against several strong baselines
not based on machine-learning techniques. Notably, all the experiments were carried out on a newly
built dataset of over 100,000 Instagram posts, adequately representative of common Italian and
English accounts, as well as through the use of a distributed infrastructure based on AWS EC2 and
Apache Spark.

The results showed that the implementation based on Gradient Boosting has a good effectiveness
and is promising, reaching a balanced accuracy of 64.72%, in the real-world scenario, when considering
K = 50 and ∆ = 0 (i.e., when predicting that the future post will be popular if the expected likes
are higher than the average of the last 50 published posts). However, the method proved to be
successful in almost all the analyzed parameter thresholds, and almost always exceeded both the
Random Forest-based variant and the considered baselines, in terms of balanced accuracy and F1-score.
Additionally, for several thresholds, the relative improvement against the best competitor is between
4-8%. Moreover, the adoption of the distributed architecture for the training stage showed a reduction
of up to 38% of the execution times, compared to a non-parallel approach, and thus making it possible
to apply the method to much larger datasets, also related to different social networks and/or a greater
number of features.

In light of these results, it is possible to outline some possible future research developments.
First of all, the addition of new features that, for example, taking advantage of Natural Language
Processing techniques already widely adopted in related research areas, allow the achievement of even
higher accuracy through a deeper analysis of the caption text. Secondly, the analysis of classification
tools different from those already considered, for example based on convolutional neural networks
(CNNs), deep learning or deep reinforcement learning techniques, widely used presently and proven
to be very powerful in analogous research contexts, which—in the presence of a very large amount
of data—could lead to better performance. In addition, finally, the development of new tools that,
using as input the results of our approach, can potentially help users and social media managers to
optimize their contents, in order to achieve a good level of expected popularity for the new posts to
be published.
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