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a b s t r a c t

Behavioral targeting is the process of addressing ads to a specific set of users. The set of target users is
detected from a segmentation of the user set, based on their interactions with the website (pages visited,
items purchased, etc.). Recently, in order to improve the segmentation process, the semantics behind
the user behavior has been exploited, by analyzing the queries issued by the users. However, nearly
half of the times users need to reformulate their queries in order to satisfy their information need. In
this paper, we tackle the problem of semantic behavioral targeting considering reliable user preferences,
by performing a semantic analysis on the descriptions of the items positively rated by the users. We
also consider widely-known problems, such as the interpretability of a segment, and the fact that user
preferences are usually stable over time, which could lead to a trivial segmentation. In order to overcome
these issues, our approach allows an advertiser to automatically extract a user segment by specifying the
interests that she/he wants to target, by means of a novel boolean algebra; the segments are composed
of users whose evaluated items are semantically related to these interests. This leads to interpretable and
non-trivial segments, built by using reliable information. Experimental results confirm the effectiveness
of our approach at producing users segments.

© 2016 Elsevier B.V. All rights reserved.
1. Introduction

Behavioral targeting addresses ads to a set of users who share
common properties. In order to choose the set of target users that
will be advertised with a specific ad, a segmentation that partitions
the users and identifies groups that are meaningful and different
enough is first performed. In the literature it has been highlighted
that classic approaches to segmentation (like k-means) cannot
take into account the semantics of the user behavior [1]. Tu and
Lu [2] proposed a user segmentation approach based on a semantic
analysis of the queries issued by the users, while Gong et al. [1]
proposed a LDA-based semantic segmentation that groups users
with similar query and click behaviors.
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When dealing with a semantic behavioral targeting approach,
several problems remain open.
Reliability of a semantic query analysis. In the literature it has
been highlighted that half of the time users need to reformulate
their queries, in order to satisfy their information need [3–5].
Therefore, the semantic analysis of a query is not a reliable source
of information, since it does not contain any information about
whether or not a query led to what the user was really looking for.
Moreover, performing a semantic analysis on the items evaluated
by the users in order to filter them can increase the accuracy of
a system [6–8]. Therefore, a possible way to overcome this issue
would be to perform a semantic analysis on the description of the
items a user positively evaluated through an explicitly given rating.
However, another issue arises in cascade.
Preference stability. To complicate the previous scenario, there are
domains like movies in which the preferences tend to be stable
over time [9] (i.e., users tend to watch movies of the same genres
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or by the same director/actor). This is useful to maintain high-
quality knowledge sources, but considering only the items a user
evaluated leads to trivial sets of users that represent the target (this
problem is known as overspecialization [10]).
Interpretability of the segments. The last open problem that has to be
faced in this research area is the interpretability of a segment. In-
deed, a recent survey on user segmentation (mostly focused on the
library domain) [11], highlighted that, in order to create a proper
segmentation of the users, it is important to understand them. On
the one hand, easily interpretable approaches generate trivial seg-
ments, and even a partitioning with the k-means clustering al-
gorithm has proven to be more effective than this method [12],
while on the other hand, when a larger set of features is combined,
the problem of properly understanding and interpreting results
arises [13,14]. This is mostly due to the lack of guidance on how
to interpret the results of a segmentation [15]. The fact that eas-
ily understandable approaches generate ineffective segments, and
that more complex ones are accurate but not easy to use in prac-
tice, generates an important gap in this research area.
Our contributions. In this paper, we have moved the item analysis
process from the canonical deterministic space model (i.e., that
based on strict mathematical criteria) to a more flexible semantic
spacemodel that allows us to extend the analysis capability, which
in the literature has been highlighted as a challenging topic [16,17].
In particular, we tackle the problem of defining a semantic user
segmentation approach, such that the sources of information used to
build it are reliable, the generated segmentation is not trivial and it is
easily interpretable.

The proposed approach is based on a semantic analysis of the
description of the items positively evaluated by the users. The
choice to start from itemswith a positive scorewasmade since it is
necessary to start from a knowledge-base that accurately describes
what the users like, so that our approach can employ the semantics
to detect latent information and avoid preference stability.

The approach first defines a binary filter (called semantic binary
sieve) for each class of items that, by analyzing the description
of the items classified with the class, defines which words
characterize it. In order to detect more complex targets, we are
going to define an algorithm that takes as input a set of classes
that characterize the ads that have to be proposed to the users
and a set of boolean operators. The algorithm combines the classes
with the operators by means of a boolean algebra, and creates
the binary filters that characterize the combined classes. Then we
consider the words (that as we will explain later, are actually
particular semantic entities named synsets) that describe the items
evaluated by a user, and use the previously created filters to
evaluate a relevance score that indicates how relevant is each class
of items for the user. The relevance scores of each user are filtered
by the segmentation algorithm, in order to return all the users
characterized by a specified class or set of classes.

By selecting segments of users who are semantically related to
the classes specified by the advertisers, we avoid considering only
the users who evaluated items of that class; this allows our ap-
proach to overcome the open problems previously mentioned, re-
lated to preference stability and to the triviality of a segmentation
generated by considering the evaluated items. Moreover, by defin-
ing the semantic binary sieves that characterize each class and the
relevance scores that characterize each user, we avoid the inter-
pretability issues that usually affect the user segmentation; indeed,
each class of items is described by thousands of features (i.e., the
words that characterize it), but this complexity is hidden to the ad-
vertiser, which is only required to specify the users she/hewants to
target (e.g., those whose models are characterized by comedy AND
romantic movies).

Considering that the evaluation of the users for the items
offered in a context of e-commerce are usually thousands or
millions, the proposed approach represents an efficient strategy
to model in a compact way the information related to these big
amounts of data.

The scientific contributions of our proposal are now recapped:

• we introduce a novel data structure, called semantic binary sieve,
to semantically characterize each class of items;

• we present a semantic user segmentation approach based on
reliable sources of information;with respect to the state-of-the-
art approaches that are based on the semantic analysis of the
queries issued by the users, we perform a semantic analysis on
the description of the items positively evaluated by the users;

• we solve the overspecialization issues caused by preference
stability by building a model for each user that considers
her/him as interested in a class of items, if the items
she/he evaluated are semantically related with the words that
characterize that class;

• we present a boolean algebra that allows us to specify, in
a simple but punctual way, the interests that the segment
should cover; this algebra, along with the built models,
avoids the interpretability issues that usually characterize the
segmentations built with several features;

• we perform five sets of experiments on a real-world dataset,
with the aim to validate our proposal by analyzing the different
ways in which the classes can be combined through boolean
operations. The generated segments will be evaluated by
comparing themwith the topic-based segmentation (as several
state-of-the-art approaches do), based on the real choices of the
users.

The rest of the paper is organized as follows:we first present the
works in the literature related with our approach (Section 2), then
we provide a background on the concepts handled by our proposal
and the formal definition of the tackled problem (Section 3), we
continue with the implementation details (Section 4) and the
description of the performed experiments (Section 5), ending with
some concluding remarks (Section 6).

2. Related work

In this section we are going to explore the main works in
the literature related to the open problems highlighted in the
Introduction.
Behavioral targeting. A high variety of behavioral targeting ap-
proaches has been designed by the industry and developed as
working products. Google’s AdWords1 performs different types of
targeting to present ads to users; the closest to our proposal is
the ‘‘Topic targeting’’, in which the system groups and reaches the
users interested in a specific topic. DoubleClick2 is another sys-
tem employed by Google that exploits features such as browser
information and the monitoring of the browsing sessions. In or-
der to reach segments that contain similar users, Facebook offers
Core Audiences,3 a tool that allows advertisers to target users with
similar location, demographic, interests, or behaviors; in particu-
lar, the interest-based segmentation allows advertisers to choose
a topic and target a segment of users interested by it. Among
its user targeting strategies, Amazon offers the so-called Interest-
based ads policy,4 a service that detects and targets segments of
users with similar interests, based on what the users purchased,
visited, and by monitoring different forms of interaction with the

1 https://support.google.com/adwords/answer/1704368?hl=en.
2 https://www.google.com/doubleclick/.
3 https://www.facebook.com/business/news/Core-Audiences.
4 http://www.amazon.com/b?node=5160028011.
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website (e.g., the Amazon Browser Bar). SpecificMedia5 uses anony-
mousweb surfing data in order to predict a user’s purchase predic-
tion score. Yahoo! Behavioral Targeting6 creates a model with the
online interactions of the users, such as searches, page-views, and
ad interactions to predict the set of users to target. Other commer-
cial systems, such as Almond Net,7 Burst,8 Phorm,9 and Revenue Sci-
ence10 include behavioral targeting features. Research studies, such
as the one presented by Yan et al. [18], show that an accuratemon-
itoring of the click-through log of advertisements collected from a
commercial search engine can help online advertising. Beales [19]
collected data from online advertising networks and showed that
a behavioral targeting performed by exploiting prices and conver-
sion rates (i.e., the likelihood of a click to lead to a sale) is twice
more effective than traditional advertising. Chen et al. [20] pre-
sented a scalable approach to behavioral targeting, based on a lin-
ear Poisson regression model that uses granular events (such as
individual ad clicks and search queries) as features. Approaches to
exploit the semantics [6,7] or the capabilities of a recommender
system [21–23] to improve the effectiveness of the advertising
have been proposed, but none of them generates segments of tar-
get users.
Segment interpretability and semantic user segmentation Choosing
the right criteria to segment users is a widely studied problem
in the market segmentation literature, and two main classes
of approaches exist. On the one hand, the a priori [24] or
commonsense [25] approach is based on a simple property, like
the age, which is used to segment the users. Even though the
generated segments are very easy to understand and they can be
generated at a very low cost, the segmentation process is trivial
and even a partitioning with the k-means clustering algorithm has
proven to be more effective than this method [12]. On the other
hand, post hoc [26] approaches (also known as a posteriori [24] or
data-driven [25]) combine a set of features (which are known as
segmentation base [27]) in order to create the segmentation. Even
though these approaches are more accurate when partitioning the
users, the problem of properly understanding and interpreting
results arises [13,14]. This is mostly due to the lack of guidance
on how to interpret the results of a segmentation [15]. Regarding
the literature on behavioral user segmentation, Bian et al. [28]
presented an approach to leverage historical user activity on
real-world Web portal services to build a behavior-driven user
segmentation. Yao et al. [29] adopted SOM-Ward clustering
(i.e., Self Organizing Maps, combined with Ward clustering), to
segment a set of customers based on their demographic and
behavioral characteristics. Zhou et al. [30] performed a user
segmentation based on a mixture of factor analyzers (MFA) that
consider the navigational behavior of the user in a browsing
session. Regarding the semantic approaches to user segmentation,
Tu and Lu [2] and Gong et al. [1] both proposed approaches based
on a semantic analysis of the queries issued by the user through
Latent Dirichlet Allocation-based models, in which users with
similar query and click behaviors are grouped together. Similarly,
Wuet al. [31] performed a semantic user segmentation by adopting
a Probabilistic Latent Semantic Approach on the user queries. As
this analysis showed, none of the behavioral targeting approaches
exploits the interactions of the users with a website in the form of
a positive rating given to an item.

5 http://specificmedia.com/.
6 http://advertising.stltoday.com/content/behavioral_FAQ.pdf.
7 http://www.almondnet.com/.
8 http://www.burstmedia.com/.
9 http://www.phorm.com/.

10 http://www.revenuescience.com/.
Preference stability. As mentioned in the Introduction, Burke and
Ramezani highlighted that some domains are characterized by
a stability of the preferences over time [9]. Preference stability
leads also to the fact that when users get in touch with diverse
items, diversity is not valued [32]. On the one side, users tend to
access to agreeable information (a phenomenon known as filter
bubble [33]) and this leads to the overspecialization problem [10],
while on the other side they do not want to face diversity. Another
well-known problem is the so called selective exposure, i.e., the
tendency of users to make their choices (goods or services) based
only on their usual preferences, which excludes the possibility for
the users to find new items that may be of interest to them [34].
The literature presents several approaches that try to reduce this
problem, e.g., NewsCube [35] operates by offering to the users
several points of view, in order to stimulate them tomake different
and unusual choices.

3. Preliminaries

Background. For many years the item descriptions were analyzed
through a word vector space model, where all the words of each
item description are processed by TF-IDF [36] and stored in a
weighted vector of words.

Due to the fact that this approach based on a simple bag
of words is not able to perform a semantic disambiguation of
the words in an item description, because it does not adopt
any semantic data model [37], and motivated by the fact that
the exploitation of a taxonomy for categorization purposes is an
approach recognized in the literature [38], we decided to use the
functionalities offered by theWordNet environment. Wordnet is a
large lexical database of English, where nouns, verbs, adjectives, and
adverbs are grouped into sets of cognitive synonyms (synsets), each
expressing a distinct concept. Synsets are interlinked by means
of conceptual-semantic and lexical relations. Wordnet currently
contains about 155287words, organized into 117659 synsets, for a
total of 206941 word-sense pairs [39]. In a short, the main relation
among words in WordNet is the synonymy and the synsets are
unordered sets of grouped words that denote the same concept
and are interchangeable in many contexts. Each synset is linked
to other synsets through a small number of conceptual relations.
Word forms with several distinct meanings are represented in
as many distinct synsets, in this way each form-meaning pair in
WordNet will be unique (e.g., the fly noun and the fly verb belong
to two distinct synsets). Most of the WordNet relations connect
words that belong to the same part-of-speech (POS). There are four
POS: nouns, verbs, adjectives, and adverbs. Both nouns and verbs are
organized into precise hierarchies, defined by a hypernym or is-a
relationship. For example, the first sense of the word radio would
have the following hypernym hierarchy, where the words at the
same level are synonyms of each other: as shown in the following,
some sense of radio is synonymous with some other senses of
radiocommunication or wireless, and so on.

1. POS=noun
(a) radio, radiocommunication, wireless (medium for communi-

cation)
(b) radio receiver, receiving set, radio set, radio, tuner, wireless (an

electronic receiver that detects and demodulates and amplifies
transmitted signals)

(c) radio, wireless (a communication system based on broadcast-
ing electromagnetic waves)

2. POS=verb
(a) radio (transmit messages via radio waves)

We use the synsets to perform both the definition of binary
filters and the evaluation of the relevance scores of the classes in a
user profile.

http://specificmedia.com/
http://advertising.stltoday.com/content/behavioral_FAQ.pdf
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Problem definition. Here, we define the problem handled by our
proposal. A set of definitions will first allow us to introduce the
notation used in the problem statement.

Definition 3.1 (User Preferences). We are given a set of users U =

{u1, . . . , uN}, a set of items I = {i1, . . . , iM}, and a set V of values
used to express the user preferences (e.g., V = [1, 5] or V =

{like, dislike}). The set of all possible preferences expressed by the
users is a ternary relation P ⊆ U × I ×V . We denote as P+ ⊆ P the
subset of preferences with a positive value (i.e., P+ = {(u, i, v) ∈

P | v ≥ v ∨ v = like}), where v indicates the mean value (in the
previous example, in which V = [1, 5], v = 3).

Definition 3.2 (User Items and Classes). Given the set of positive
preferences P+, we denote as I+ = {i ∈ I | ∃(u, i, v) ∈ P+}

the set of items for which there is a positive preference, and as
Iu = {i ∈ I | ∃(u, i, v) ∈ P+ ∧ u ∈ U} the set of items a user u likes.
Let C = {c1, . . . , cK } be a set of primitive classes used to classify
the items; we denote as Ci ⊆ C the set of classes used to classify an
item i (e.g., Ci might be the set of genres that amovie iwas classified
with), and with Cu = {c ∈ C | ∃(u, i, v) ∈ P+ ∧ i ∈ Ci} the classes
associated to the items that a user likes.

Definition 3.3 (Semantic ItemDescription). LetBoW = {t1, . . . , tW }

be the bag of words used to describe the items in I; we denote as
di the binary vector used to describe each item i ∈ I (each vector is
such that |di| = |BoW |). We define as S = {s1, . . . , sW } the set of
synsets associated to BoW (that is, for each word used to describe
an item, we consider its associated synset), and as sdi the seman-
tic description of i. The set of semantic descriptions is denoted as
D = {sd1, . . . , sdM} (note that we have a semantic description for
each item, so |D| = |I|). The approach used to extract sdi from di is
described in detail in Section 4.1.

Definition 3.4 (Semantic Binary Sieve). Let Dc ⊆ C be the subset of
semantic descriptions of the items classified with a class c ∈ C
(i.e., Dc = {sdi | c ∈ Ci}). We define as Semantic Binary Sieve
(SBS), a binary vector bc that contains which synsets characterize
that class. The algorithm to build a semantic binary sieve is given
in Section 4.3.

Definition 3.5 (Boolean Class). Given the set of classes C and a set
of boolean operators τ = {∧, ∨, ¬}, a boolean class is a subset of
Q classes CQ ⊆ C combined through a subset of boolean operators
τQ ⊆ τ . A boolean class is represented as a semantic binary sieve
that defines which synsets characterize the combined classes. The
algorithm to build the semantic binary sieve of a boolean class is
also given in Section 4.3.

Definition 3.6 (User Segment). Given a set of users U and a
(boolean) class cq, a user segment is a subset of users to target
T ⊆ U whose positively evaluated items Iu are semantically related
to the items that belong to cq.

Problem 1. Given a set of positive preferences P+ that character-
izes the items each user likes, a set of classes C used to classify the
items (possibly combined with a set of boolean operators τ ), and a
set of semantic descriptionsD, our first goal is to assign a relevance
score ru(c) for each user u and each class c , based on the semantic
descriptions D. The objective of our approach is to define a func-
tion f : CK

× τ → U that, given a (boolean) class, returns a set of
users (user segment) T ⊆ U , such that ∀u ∈ T , ru(c) ≥ ϕ (where ϕ

indicates a threshold that defines when a score is relevant enough
for the user to be included in the target).
4. Applied strategy

In this section we present our strategy, which performs a
semantic analysis of the descriptions of the items the users like,
in order to model both the users and the classes, and perform the
semantic segmentation on the user set. Our approach performs five
steps:

1. Text preprocessing: processing of the textual information related
to all the items, in order to retrieve the synsets;

2. User Modeling: creation of a model that contains which synsets
are present in the items a user likes;

3. Semantic Binary Sieve definition: creation of the Semantic Binary
Sieves (SBS), i.e., a series of binary filters able to estimate
which synsets are relevant for a class; a class can either be
a class with which an item was classified, or a boolean class
that combines primitive classes through boolean operators (as
primitive classes we mean the native classification of the items
present in the used dataset);

4. Relevance score definition: generation of a relevance score that
allows us to weight the user preferences in terms of classes;

5. Segment definition: selection of the users characterized by a
class or a boolean class.

In the following, we describe in detail how each step works.

4.1. Text preprocessing

Before extracting the WordNet synsets from the text that
describes each item,we need to follow several preprocessing tasks.
The first is to detect the correct Part-Of-Speech (POS) for each
word in the text; in order to perform this task, we have used the
Stanford Log-linear Part-Of-Speech Tagger [40]. Then, we remove
punctuation marks and stop-words, which represent noise in the
semantic analysis (in this work we have used a list of 429 stop-
words made available with the Onix Text Retrieval Toolkit11). After
we have determined the lemma of each word using the Java API
implementation for WordNet Searching JAWS,12 we perform the
so-called word sense disambiguation, a process where the correct
sense of each word is determined, which permits us to individuate
the appropriate synset. The best sense of each word in a sentence
was found using the Java implementation of the adapted Lesk
algorithm provided by the Denmark Technical University similarity
application [41]. All the collected synsets form the set S =

{s1, . . . , sW } defined in Section 3. The output of this step is the
semantic disambiguation of the textual description of each item
i ∈ I , which is stored in a binary vector dsi; each element of the
vector dsi[w] is 1 if the corresponding synset is a part of the item
description, or it is 0 otherwise.

4.2. User modeling

For each user u ∈ U , this step considers the set of items Iu
she/he likes, and builds a user model mu that describes which
synsets characterize the user profile (i.e., which synsets appear in
the semantic description of these items). Eachmodelmu is a binary
vector that contains an element for each synset sw ∈ S. In order to
build the vector, we consider the semantic description dsi of each
item i ∈ Iu for which the user expressed a positive preference. In

11 http://www.lextek.com/manuals/onix/stopwords.html.
12 http://lyle.smu.edu/tspell/jaws/index.html.

http://www.lextek.com/manuals/onix/stopwords.html
http://lyle.smu.edu/tspell/jaws/index.html


190 R. Saia et al. / Future Generation Computer Systems 64 (2016) 186–197
order to build mu, this step performs the following operation on
each element w:

mu[w] =


1, if dsi[w] = 1
mu[w], otherwise. (1)

Thismeans that if the semantic description of an item i contains
the synset sw , the synset becomes relevant for the user, and we set
to 1 the bit at positionw in the user modelmu; otherwise, its value
remains unaltered. By performing this operation for all the items
i ∈ Iu, wemodelwhich synsets are relevant for the user. The output
of this step is a set M = {m1, . . . ,mN} of user models (note that
we have a model for each user, so |M| = |U|).

4.3. Semantic binary sieve definition

Given a set of classes C , in this step we define a binary vector,
called Semantic Binary Sieve (SBS), which describes the synsets
that characterize each class. Moreover, we are going to present
an approach to build the boolean classes previously defined, i.e., a
semantic binary sieve that describes multiple classes combined
through a set of boolean operators τ = {∧, ∨, ¬}.

Therefore, four types of semantic binary sieves can be defined:

1. Primitive class-based SBS definition. Given a primitive class of
items ck, this operation creates a binary vector that contains the
synsets that characterize the description of the items classified
with ck.

2. Interclass-based SBS definition. Given two classes ck and cq, we
combine the SBSs of the two classes with an AND operator, in
order to build a new semantic binary sieve that contains the
synsets that characterize both the classes.

3. Superclass-based SBS definition. Given two classes ck and cq, we
combine the SBSs of the two classes with an OR operator, in
order to build a new semantic binary sieve that merges their
synsets.

4. Subclass-based SBS definition. Given two classes ck and cq, we
use the SBS of cq as a binary negation mask on the SBS of ck,
in order to build a new semantic binary sieve that contains the
synsets that characterize the first class but do not characterize
the second.

4.3.1. Primitive class-based SBS definition
For each class ck ∈ C , we create a binary vector that stores

which synsets are relevant for that class. These vectors, called
Semantic Binary Sieves, will be stored in a setB = {b1, . . . , bK } (note
that |B| = |C |, since we have a vector for each class). Each vector
bk ∈ B contains an element for each synset sw ∈ S (i.e., |bk| = |S|).
In order to build the vector, we consider the semantic description
dsi of each item i ∈ I+ for which there is a positive preference,
and each class ck with whom i was classified. The binary vector bk
stores which synsets are relevant for a class ck, by performing the
following operation on each element bk[w] of the vector:

bk[w] =


1, if dsi[w] = 1 ∧ i ∈ ck, ∀i ∈ I+
bk[w], otherwise. (2)

In other words, if the semantic description of an item i contains
the synset sw , the synset becomes relevant for each class ck that
classifies i, and the semantic binary sieve bk associated to ck has the
bit at positionw set to 1; otherwise, its value remains unaltered. By
performing this operation for all the items i ∈ I+ that are classified
with ck, we know which synsets are relevant for the class. After
we processed all the classes c ∈ C we obtain a description of the
primitive classes that allow us to build the filters for the boolean
class.
Fig. 1. Inter-class definition.

4.3.2. Interclass-based SBS definition
Starting from the set B = {b1, . . . , bK }, we can arbitrarily

manage the elements bk ∈ B to generate boolean classes, i.e., a
combination of primitive classes by means of a boolean operator.
The first type of boolean class we are going to define, named
interclass is formed by the combination of the binary sieves of the
two classes bk and bq through an AND operator. Considering each
element w of the two vectors, which indicates if a synset w is
relevant or not for a class, the semantics of the operator is the
following:

bk[w] ∧ bq[w] =


1, if bk[w] = 1 and bq[w] = 1
0, otherwise. (3)

This boolean class indicates which synsets characterize all the
classes of items involved. We can obtain this result by recurring to
the axiomatic set theory (i.e., the elementary set theory based on
the Venn diagrams); indeed, we can consider each class of items as
a set, and create a new interclass that characterizes the common
elements of two or more SBSs, using an intersection operation ∩;

The example in Fig. 1 is a simple demonstration of what said
based on the axiomatic set theory. It describes the effect of a
boolean AND operation applied to the classes C1, C2, and C3: in this
case the result of operation C1∩C2∩C3 represents a new interclass
that we can use to refer to a precise segment of users, in a more
atomic way than with the use of the primitive classes.

To provide a more specific presentation of what is the result
of an interclass-based SBS, we are going to provide an example
(presented in Table 1), in which the two classes with most items
in the dataset employed in our experiments (i.e., the classes 1
and 5) are combined with an AND operator. In the example, the
vector has a fixed length and contains 21122 elements, which
represent the synsets extracted from the dataset. The results show
that when two classes are combined in order to extract the synsets
that characterize both, around 15% of synsets that characterize just
one class are discarded by the resulting interclass-based SBS. In
other words, this SBS has more non-relevant synsets with respect
to the original classes (this is represented by the percentage of zero
occurrences), and provides knowledge of which synsets are able to
describe both classes of items, allowing amore specific and narrow
user segmentation that captureswhich users are interested in both
classes.

4.3.3. Superclass-based SBS definition
By combining the binary sieves of the two classes bk and bq

through an OR operator, we can generate a new type of boolean
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Table 1
Example of interclass-based SBS considering the two classes with most items.

Class Num. of 1
occurrences

Num. of 0
occurrences

% of 1
occurrences

% of 0
occurrences

1 14175 6947 67.11 32.89
5 14825 6297 70.19 29.81
1 AND 5 11338 9784 53.68 46.32

Table 2
Example of superclass-based SBS considering the two classes with most items.

Class Num. of 1
occurrences

Num. of 0
occurrences

% of 1
occurrences

% of 0
occurrences

1 14175 6947 67.11 32.89
5 14825 6297 70.19 29.81
1 OR 5 17662 3460 83.62 16.38

Table 3
Example of interclass-based SBS considering the two classes with most items.

Class Num. of 1
occurrences

Num. of 0
occurrences

% of 1
occurrences

% of 0
occurrences

5 14825 6297 70.19 29.81
14 8853 6947 67.11 32.89
5 NOT 14 11338 12269 41.91 58.09

class, named superclass. Considering each element w of the two
vectors, which indicates if a synset w is relevant or not for a class,
the semantics of the operator is the following:

bk[w] ∨ bq[w] =


1, if bk[w] = 1 or bq[w] = 1
0, otherwise. (4)

This boolean class would allow an advertiser to broaden a
target, capturing in a semantic binary sieve the synsets that are
characterizing for two or more classes. By using the axiomatic set
theory, we can consider each class of items as a set, and create a
new superclass that characterizes more primitive classes through
a union operation ∪ of two or more SBSs.

The example in Fig. 2 shows ademonstration ofwhat said, based
on the axiomatic set theory. It describes the effect of a boolean OR
operation applied to the classes C1, C2, and C3 (represented by the
grey area).

To provide a more specific presentation of what is the result of
a superclass-based SBS, Table 2 shows an example in which classes
1 and 5 are combined with an OR operator. The results show that
when two classes are combined in order to extract the synsets
that characterize both, around 15% of synsets that characterize
just one class are added to the resulting superclass-based SBS. In
other words, this SBS has less non-relevant synsets with respect to
the original classes (this is represented by the percentage of zero
occurrences), and provides knowledge of which synsets are able to
describe at least one of the classes of items, allowing a more broad
user segmentation that captures which users are interested in at
least one of the classes.

4.3.4. Subclass-based SBS definition
Another important entity that we can obtain through the

managing of the elements b ∈ B is the subset of a primitive class. It
means that we can extract from a semantic binary sieve a subset of
elements that express an atomic characteristic of the source set. For
instance, if we consider a dataset where the items aremovies, from
a genre of classification we can extract several semantic binary
sieves that characterize some sub-genres of movies.

More formally, a subclass is a partition of a primitive or boolean
class, e.g., for the primitive class Comedywe can define an arbitrary
Fig. 2. Superclass definition.

Fig. 3. Sub-class definition.

number of subclasses, applying some operation of the axiomatic
set theory. In the example in Fig. 3, we define a subclass Comedy \

Romance, in which all the synsets that characterize the Romance
class are removed from the Comedy class. Therefore, only the
comedymovies that do contain romance elements are represented
through this boolean class.

Given two semantic binary sieves bk and bq, we can use bq as
a binary negation mask. For each element w of the vector, this
operation modifies the binary value of the destination bits, as
shown in Eq. (5).

bk[w] =


bk[w], if bq[w] = 0
0, otherwise. (5)

To provide amore specific presentation ofwhat is the result of a
subclass-based SBS,we are going to provide an example (presented
in Table 3), in which we combine with a NOT operator the two
classes of the dataset that have been most used to co-classify the
items (i.e., the classes 5 and 14). The results show that, when two
classes are combined, around 30% of synsets that characterize the
first class are discarded by the resulting subclass-based SBS. In
other words, this SBS has more non-relevant synsets with respect
to the first class from which we removed the synsets that are
relevant for the second, and provides knowledge of which synsets
describe the first class of items but not the second, allowing amore
specific and narrow user segmentation that captures which users
are interested in items of the first class that do not contain in their
description synsets of the second class.
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4.3.5. Additional considerations on the boolean classes
Given the elementary boolean operations we presented to

create a boolean class, given two classes and an operator, we can
also create a new boolean class using the results of the previous
operations, by combining themwith further operations of the same
type, e.g., (b1 ∨ b2) ∧ (b2¬b3).

It should be also noted that only the NOT operation, together
with one of the other two operations (AND and OR) is enough to
express all possible combination of classes, as shown in Eq. (6).

x ∧ y = ¬(¬x ∨ ¬y)
x ∨ y = ¬(¬x ∧ ¬y). (6)

4.4. Relevance score definition

This step compares the output of the twoprevious steps (i.e., the
set B of binary vectors related to the Semantic Binary Sieves, and
the set M of binary vectors related to the user models), in order
to infer which classes are relevant for a user. The main idea is to
consider which synsets are relevant for a user u (this information
is stored in the user model mu) and evaluate which classes are
characterized by the synsets in mu (this information is contained
in each vector bk, which contains the synsets that are relevant
for the class ck). The objective is to build a relevance score ru[k]
that indicates the relevance of the class ck for the user u. The key
concept behind this step is that we do not consider the items a user
evaluated anymore. Each vector in B is used as a filter (this is why
the vectors are called semantic binary sieves), and this allows us to
estimate the relevance of each class for that user. Therefore, the
relevance score of a class for a user can be used to generate non
trivial segments, since a user might be associated to classes of items
she/he never expressed a preference for, but characterized by synsets
that also characterize the user model. By considering each semantic
binary sieve bk ∈ B associated to the class ck and the usermodelmu,
we define a matching criteria Θ between each synsetmu[w] in the
user model, and the corresponding synset bk[w] in the semantic
binary sieve, by adding 1 to the relevance score of that class for the
user (element ru[k]), if the synset is set to 1 both in the semantic
binary sieve and in the user model, and leaving the current value
as it is otherwise. The semantics of the operator is shown in Eq. (7).

bk[w]Θmu[w] =


ru[k] + +, ifmu[w] = 1 and bk[w] = 1
ru[k], otherwise. (7)

The relevance scores built by this stepwill be used by our target
definition algorithm, in order to inferwhichusers are characterized
by a specific class or set of classes.

4.5. Segment definition

This stepdefines the set of users that are part of the target. Given
a boolean class of items c , we build a function f : CK

×τ → U , that
evaluates the relevance score ru(c) of each user u ∈ U for that class,
in order to understand if the class is relevant enough for a user to
be included in the target. More specifically, the function operates
as follows:

f (c) = {u ∈ U | ru(c) ≥ ϕ} (8)

where ϕ is a threshold that defines the minimum value that the
score has to take in order to consider the user as relevant for the
target.

5. Experiments

This section describes the experiments performed to validate
our proposal. In Section 5.1 we describe the experimental setup
and strategy, in Section 5.2 the dataset employed for the evaluation
is presented, Section 5.3 illustrates the metrics, and Section 5.4
contains the results.

5.1. Experimental setup and strategy

The experiments have been performed using the Java language
with the support of Java API implementation for WordNet
Searching (JAWS), and the real-world dataset Yahoo! Webscope
Movie dataset (R4).13 The experimental framework was developed
by using a machine with an Intel i7-4510U, quad core (2 GHz ×

4) and a Linux 64-bit Operating System (Debian Jessie) with
4 GBytes of RAM. To validate our proposal, we performed five sets
of experiments:

1. Data overview. This experiment studies the distribution of the
classes, by considering for how many users each class is the
most relevant (i.e., the one for which a user has given most
positive ratings), in order to evaluate how trivial it is to perform
a segmentation based on the classes; we also analyze the
number of genres with which each item is classified, in order to
evaluate the capability of a positive rating to characterize a user
preferencenot only in termsof itemsbut also in termsof classes.

2. Role of the semantics in the SBS data structure. Our segmentation
is based on a semantic data structure,which is built thanks to an
ontology and to semantic analysis tools.We validate this choice
by evaluating the difference between the number of character-
izing bits both in a binary vector built by analyzing the original
words of the item descriptions and the SBS built thanks to the
semantic analysis.

3. Setting of the ϕ parameter. The segmentation is built by putting
together all the users with a relevance score higher than a
threshold ϕ. This experiment sets the threshold for each class
by employing the elbowmethod,which evaluates the relevance
score of each user for a class and detects the point in which the
score does not characterize the class anymore, since too many
users are included in the segment that represents it.

4. Analysis of the segments. This experiment analyzes the segments
of users targeted for each class, in order to evaluate the capa-
bility of our proposal to include also users who do not express
explicit preferences for a class but might be interested in it.

5. Performance analysis. Given a new item classified with a class,
we evaluate the number of seconds it takes to update the SBS
data structure (i.e., to perform the semantic disambiguation,
evaluate the synsets in the itemdescription, and include this in-
formation in the SBS). Note that descriptions of different lengths
lead to different computational efforts, so this analysis allows
us to evaluate the performance of the approach from different
perspectives.

It should be observed that in order to validate the capability of
our proposal to detect users who are not characterized by explicit
preferences for a class, we compare with the so-called topic-based
approach employed by both Google’s AdWords and Facebook’s
Core Audiences. In order to do so, in the experiments number 4 and
5, we also build a relevance score for each user and each class, by
considering howmany movies of a genre a user evaluated (i.e., we
are considering a scenario in which the topic of interest is a genre
ofmovies, which is equivalent to our classes). This is done since the
companies did not reveal how they associate users to topics, and in
order to make a direct comparison between an approach that uses
explicit preferences and our semantic approach.

13 http://webscope.sandbox.yahoo.com.

http://webscope.sandbox.yahoo.com
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Table 4
Yahoo! Webscope R4 Genres.

01 Action/Adventure 11 Musical/Performing Arts
02 Adult Audience 12 Other
03 Animation 13 Reality
04 Art/Foreign 14 Romance
05 Comedy 15 Science Fiction/Fantasy
06 Crime/Gangster 16 Special Interest
07 Documentary 17 Suspense/Horror
08 Drama 18 Thriller
09 Kids/Family 19 Western
10 Miscellaneous

5.2. Dataset

The used dataset, i.e., Yahoo! Webscope Movie Dataset (R4),
contains a large amount of data related to user preferences
expressed by the Yahoo! Movies community that are rated on the
base of two different scales, from 1 to 13 and from 1 to 5 (we have
chosen to use the latter). The training data is composed by 7642
users (|U|), 11915movies/items (|I|), and 211231 ratings (|R|). The
average user rating (Ru =


u ru

|U|
, macro-averaged) is 3.70 and the

average item rating (macro-averaged) is 3.58. The average number
of ratings per user is 27.64 and the average number of ratings per
item is 17.73. All users have rated at least 10 items and all items
are rated by at least one user. The density ratio (δ =

|R|
|U|∗|I| ) is

0.0023, meaning that only 0.23% of entries in the user-itemmatrix
are filled.

As shown in Table 4, the items are classified by Yahoo in 19
different classes (movie genres), and it is should be noted that each
item may be classified in multiple classes.

5.3. Metric

In order to detect the relevance score to take into account
during the user segmentation (i.e., the threshold value after which
we can consider a score as discriminant), we use the well-known
elbow method. In other words, we increase the relevance score
value and calculate the variance (as shown in Eq. (9), where x
denotes the number of users involved, and n is the relevance score)
of the users involved: at the beginning we can note a low level of
variance, but at some point the level suddenly increases; following
the elbowmethodwechose as threshold value the number of synset
occurrences used at this point.

S2 =


(xi − x)
n − 1

. (9)

5.4. Experimental results

This section presents the results of each experiment previously
presented.

5.4.1. Data overview
In the first experiment we performed a preliminary study on

the relation between the users and the native classification of the
items in the dataset, in order to analyze the distribution of users
with respect to the classes. For each class, Fig. 4 reports the number
of users for which that class is the one with most evaluations.
Moreover, above each point, we indicate the ranking of the classes,
based on the number of users.

The results show that 15 out of 19 classes have more than 1000
users for which it is the most relevant. Moreover, 6 classes are
the most relevant for a number of users between 6000 and 8000.
The fact that each class is the most relevant for a lot of users,
and it does not exist a unique dominant class that is the most
Fig. 4. User distribution for native classes.

Fig. 5. Number of coclassification for item.

relevant for all the users, ensures that the segmentation process
is not trivial (indeed, if all the users could be associated to one
class, the relevance scores for that class would be very high and
the segmentation would be trivial).

In Fig. 5 we see the number of items that have been classified
with multiple genres. The results show that most of the items
have been classified with a single genre and it is rare to find
items classified with multiple genres (only one item in the whole
dataset has 6 co-classifications). This means that when a user
positively evaluates an item, it is possible to derive a preference
also in terms of classes, and the synsets contained in an item
description characterizes the SBS of just one class (i.e., the SBSswill
not be similar, since disjoint sets of items contribute to each binary
vector).

5.4.2. Role of the semantics in the SBS data structure
In order to validate our choice to represent a SBS as a semantic

data structure, we built the equivalent of the SBS by considering
the original words available in the item descriptions. This means
that Wordnet was not employed and no synset was collected, and
of course we could not perform a semantic disambiguation of the
words. We did this comparison for each class and since 19 classes
are involved, in order to facilitate the interpretability of the results,
on the one hand we summed the amount of 1 occurrences in
the 19 SBSs, while on the other hand we summed the amount
of 1 occurrences in the 19 binary vectors containing the words.
The results presented in Table 5 show that, when considering
the words, the classes are characterized by 30% less elements,
with respect to their semantic counterpart. This shows the high
relevance that the employment of the ontology has, and how
important it is to perform a semantic disambiguation among the
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Table 5
Synsets and words cardinality.

Words 63772
Synsets 91130

Difference +30.02%

Table 6
Elbow values.

Class Topic-based BS-based Class Topic-based SBS-based

1 29 1414 11 4 789
2 7 0 12 12 1112
3 4 857 13 1 47
4 9 778 14 8 1170
5 45 1438 15 17 1269
6 8 1195 16 3 270
7 2 287 17 15 1033
8 40 1369 18 16 1269
9 12 1162 19 6 535

10 1 9

words. Indeed, by associating the correct semantic sense to each
word it is possible to avoid phenomena that characterize this area,
such as synonymity, and to have more accurate information about
what characterizes each class of items.

5.4.3. Setting of the ϕ parameter
In order to set the value of ϕ that allows us to consider a class

as relevant for a user, we adopted the elbow method introduced
in Section 5.3. Table 6 shows the threshold values derived from
elbow method, i.e., for each class we indicate the minimum value
the relevance score of a user has to have, in order for a user to be
included in the segment of that class. In order to be able to compare
our semantic approach to a topic-based segmentation that
considers the explicitly expressed preferences, we performed this
analysis for both types of vectors that describe a class. Note that
the threshold values for the SBS data structure are much higher
with respect to the topic-based values. This means that when
the semantics behind the item descriptions are considered (and
not just the explicitly expressed preferences), a user is associated
to a class many more times, thus showing the capability of our
approach to capture latent links between the users and the classes.

5.4.4. Analysis of the segments
In this section,we analyze theproduceduser segments. For each

of the primitive classes, we present an analysis of the segments
generated by both the baseline topic-based approach and by
our SBS approach. Regarding the boolean classes, since all the
possibleways to combinemultiple classeswith the three operators
are impossible to analyze, we decided to study the segments
generated through an interclass- and a superclass-based SBS by
combining the two classes withmost and least items in the dataset
(respectively, classes 1 and 5, and 13 and 1014); this allowed us to
analyze our approach both in a scenario where a lot of information
is available and in a case in which the users expressed very little
preferences for that class.

The subclass-based segmentation was studied by considering
the two classes with which the items were most co-classified
(i.e., classes 5 and 14). Table 7 presents the obtained results and
the columns contain the following information: Class contains the
identifier of the class that characterizes the interest of the users
in it, Topic-based Segments and SBS Segments report the amount of
users included in the segment by the two approaches, Shared Users

14 Note that class 2 is actually the class with least items, but we will show that its
relevance in the dataset is so low that it cannot be managed in practice.
and Unshared Users respectively report howmany users have been
identified by both approaches and how many have been detected
with our proposal, co-classification reports for howmany unshared
users a class that was relevant for themwas also co-classified with
the considered class (a positive outcome means that we added a
relevant user to the segment of a class, since the class considered
in the segment is naturally correlated with a class that is relevant
for the user),15 and column % reports the percentage of relevant
unshared users detected by our approach (i.e., those for which a
co-classified relevant class was found).

When analyzing the results of the primitive classes, we can
notice that the SBS segments contain from 3 to 155 times more
users with respect to their Topic-based counterparts. We can also
notice that the difference between the amount of users added to a
segment is higher for the classes that are the relevant for less users
(i.e., classes 3, 4, 7, and 16, which in Fig. 4 are all associated to the
lowest part of the figure).

In addition, we can notice that our approach is able to detect
a balanced amount of users for each class; this would allow
advertisers to efficiently target users, regardless of which class is
considered. A related and important characteristic of our approach,
is its capability to detect a homogeneous amount of users no matter
how much explicit information about the preferences for the classes
are expressed; indeed, even the less relevant classes can lead to a
targeting that considers a high amount of users (note that for the
two least relevant classes, i.e., 10 and 13, the topic-based approach
cannot detect any user, while we are able to characterize those
classes thanks to the semantics). The only exception to this is class
2 (Adult), which is the least relevant in the dataset and the amount
of positive preferences for these items was so little that neither of
the two approaches could add users to its segment.

The very relevant classes in the dataset, such as 1 and 5, are not
flooded with too many users and elbow method has proven to be
an effective criterion to choose the threshold.

Regarding the unshared users, detected by our approach but not
by the topic-based one, we can notice that more than 98% of them
are relevant, since we found another class that is relevant for them
when considering the topic-based preferences, and whose items
are co-classified with the considered class.

The analysis of the interclass-based segments (AND operator)
and of the superclass-based segments (OR operator), show very
similar results to those reported for the primitive classes. These
results confirm the capability of our approach to work well when
few explicit information is available, even when the classes are
combined into a boolean one. An interesting result to analyze is
the last line of the table, related to the subclass-based segment
5 NOT 14, for which 36% of the unshared users that have been
detected are relevant.When looking for users interested byComedy
movies (class 5) that do not contain Romantic elements (class 14),
our approach detected 9 times the users of the topic-based one; out
of these 200 detected users, 72 of them (3 times the users detected
by the topic-based approach) reported a semantic relevance for
class 5 but not for class 14. Regarding the remaining users, they
do like both Comedy and Romance movies, but this result shows
that even if we remove the Romance elements from the Comedy
movies, a strong interest for the Comedy genre remains (in other
words, they could be targeted as users that might like Comedy
movies that do not contain Romance elements).

5.4.5. Performance analysis
Fig. 6 reports the number of seconds it takes for our approach to

update the SBS of a class once a new item receives a positive rating.

15 The only exception to this analysis regards the NOT operator, in which we
analyzed howmany users had a semantic relevance score higher than the threshold
in the first class but not in the second.
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Table 7
Experiments result.

Class Topic-based segments SBS segments Shared users Unshared users Co-classifications %

1 208 604 206 398 394 98.99
2 0 0 0 0 0 0.00
3 177 940 147 793 786 99.12
4 53 1013 37 976 969 99.28
5 120 590 120 470 466 99.15
6 242 717 200 517 510 98.65
7 40 1518 28 1490 1482 99.46
8 117 622 117 505 499 98.81
9 99 737 92 645 639 99.07
10 0 1026 0 1026 1015 98.93
11 90 1015 77 938 931 99.25
12 87 762 75 687 682 99.27
13 0 1945 0 1945 1930 99.23
14 243 725 214 511 507 99.22
15 185 666 178 488 481 98.57
16 12 1870 9 1861 1848 99.30
17 78 818 66 752 746 99.20
18 196 668 193 475 468 98.53
19 22 1228 20 1208 1200 99.34

5 AND 1 82 640 82 558 552 98.92
5 OR 1 246 559 244 315 311 98.73
13 AND 10 0 3002 0 3002 2971 98.97
13 OR 10 0 1737 0 1737 1724 99.25
5 NOT 14 22 200 19 181 72 36.00
Note that to simplify the readability of the resultswe report just the
performance of the first 100 items of the dataset. The dashed line
in the figure represents the average number of seconds considering
all the values.

These results show that different items lead to a quite different
performance. We inspected on this result furthermore, and we
saw that all the different steps performed at the beginning of
the computation, and presented in Section 4.1, play a role in the
performance of the approach. Indeed, when an item description
contains more synsets, the number of seconds necessary to
complete the data structure update is higher, but there is not
a direct correlation between the number of synsets and the
performance (i.e., item 19 is not the one with the highest number
of synsets among the 100 items considered, even though it is the
one with the lowest performance). Indeed, the other steps, such as
the text preprocessing, influence the performance and lead to the
different results.

Regarding the performance of the SBS update, which is the
core of our approach, it should also be noted that it lends
itself well to a processing through grid computing. Indeed, the
processing of the individual items might be done on different
computers. For example, a possible optimized solution is to use
a single computer for the computation of the SBS for a subset
of items, so that the computation of the final SBS is distributed
over different computers, by employing large scale distributed
computing models, like MapReduce. It is trivial to notice that the
final SBS is a combination of the output of the individual machines
through an OR operator (if a synset is relevant for an item, it is
relevant for the class).

6. Conclusions and future work

This paper presented a novel semantic user segmentation
approach that exploits the description of the items positively
evaluated by the users. The detection of the segments is based
on the definition of a set of binary sieves, new entities that allow
us to characterize primitive or boolean classes (i.e., set of classes
combined through boolean operations). The experimental results
show the ability of our semantic approach to model in an effective
way a target of users within the domain taken into account. Future
Fig. 6. Execution time.

work will test its capability to characterize clusters of users whose
purchased items are semantically related. This will allow us to
target the users in a different way, e.g., by performing group
recommendations to them (i.e., by suggesting items to groups of
‘‘semantically similar’’ users).
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