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Abstract. When browsing social media, we get in touch with great
amounts of content that, if well exploited, can provide valuable knowl-
edge on our preferences. On the one hand, the opportunities that the
interaction of the users with social content can offer are great, since they
represent implicit feedbacks that the users provide on what they like. On
the other hand, the resulting information is very sparse, since the users
do not interact in any form with a lot of content (e.g., by liking, com-
menting, or clicking on an item). Therefore, finding similarities between
the users to recommend friends with similar preferences is a challeng-
ing but important task. This paper introduces a novel technique able to
discover the shared latent-spaces between users by moving the data anal-
ysis in the frequency domain, where the spectral patterns of the users
are compared. By identifying non-explicit similarities between the users,
friend recommendations can be performed.

1 Introduction

With the advent of social media, users have moved from being content consumers
to content producers. This led to an overwhelming amount of content available in
the existing platforms. When browsing this content, we skip most of it, because
it is not of particular interest for us. On the contrary, when something attracts
our attention, we interact with it, by means of clicks, likes, and comments. These
interactions represent valuable forms of feedbacks that the users provide on what
they like (or do not like).

Nowadays, a classic application scenario in which we continuously browse
content are social media systems, like Facebook or Twitter. Hence, the feedback
left by the users might be exploited to create a user profile with their preferences
and provide them recommendation of possibly interesting content or of users with
similar preferences.

The problem that arises from collecting implicit feedbacks is the sparsity of
the resulting data. Indeed, the content for which we do not provide any feedback
is much more than that we interact with. Hence, employing classic user profiles
that collect the preferences of the users might not be good to provide recom-
mendations to the users. The idea behind this paper is to move the process of



definition of the user profiles from the canonical domain to the frequency one,
by performing the spectral analysis through the Fourier transformation [3].

As canonical domain we mean the sequence of a user feedbacks in terms of
items selection (we consider as an item any piece of content a user can interact
with in a social media platform), which we consider as the input time series of
the Fast Fourier Transform (FFT ) process.

The new data representation (spectral pattern) offers us an opportunity to
discover latent similarities between users, thus allowing us to perform recom-
mendations under a new point of view. Indeed, these latent similarities can be
then used to identify users to recommend.

The main contributions given by this research are listed below:

1. definition of the time series to be used in the Fast Fourier Transform (FFT ),
made by processing the sequence of choices of each user;

2. definition of the comparison process between users in terms of their spectral
patterns ;

3. definition of the Spectral Pattern Profiling (SPP ) approach able to generate
recommendation for a user on the basis of the spectral similarity.

The remainder of the paper is organized as follows: Section 2 discusses the
background and related work; Section 3 provides a formal notation and makes
some premises; Section 4 describes the implementation of the proposed approach;
some concluding remarks and future work are given in the last Section 5.

2 Related work

This section presents related work on user recommendation in social media sys-
tems and background on the Fourier Transformation.

2.1 User recommendation in social media systems

In [4], Gupta et al. present Twitter’s user recommendation service, which is based
on shared interests, common connections, and other related factors and provide
some background on the Fourier transformation. The proposed system builds a
graph, in which the vertices represent users and the directed edges represent the
“follow” relationship; this graph is processed with an open source in-memory
graph processing engine called Cassovary. Finally, recommendations are built by
means of a user recommendation algorithm for directed graphs, based on SALSA
(Stochastic Approach for Link-Structure Analysis). In the next section, we are
going to analyze this system, in order to design our proposal.

In [2], Chen et al. describe a people recommender system in an enterprise
social network domain. They compare four algorithms, two based on social re-
lationship information and two based on content similarity, and demonstrate
that the algorithms that use social information are more capable to find known
contacts, while algorithms based on content similarities are better to discover



new friends. This approach produces the recommendations by analyzing both
the interaction with the content and the interaction with the other users and
this characteristic will be analyzed while designing our system.

Guy et al. [5] describe a people recommender system for the IBM Fringe social
network. The system uses enterprise information, like org chart relationships,
paper and patent co-authorship and project co-membership, which are specific
of this social network, so it is hard to take into account this approach when
designing our system.

Hannon et al. [6] describe a followee recommender system for Twitter, based
on tweets and relationships of their Twitter social graphs. By using this informa-
tion, they build user profiles and demonstrate how these profiles can be used to
produce recommendations. In our proposal, we aim at recommending friendship
relationships and not users to follow.

In [13], a recommender system based on collocation (i.e., the position of the
user) is presented. It uses short-range technologies of mobile phones, in order to
infer the collocation and other correlated information that are the base for the
recommendations. In our domain we do not have such a type of information, so
we cannot compare with this algorithm.

Zhou et al. [14] propose a framework for users’ interest modeling and interest-
based user recommendation (it suggests people to follow and not friends), which
was tested on the Yahoo! Delicious dataset. Recommendations are produced by
analyzing the network and fans properties. Differently from this framework, our
proposal aims at producing friend recommendations.

In [1], a study about what cues in a user’s profile, behavior, and network
might be most effective in recommending people, is presented. So, this approach
analyzes both the interaction with the content and the interaction with the other
users and this characteristic will be analyzed while designing our system.

Manca et al. [8–12] proposed a friend recommender system that operates in
the social bookmarking application domain and is based on behavioral-data min-

ing, i.e., on the exploitation of the users activity in a social bookmarking system.
The authors show that, thanks to their approach, the impact of the “interaction
overload” and the “over-specialization” problems is strongly reduced.

Liben-Nowell and Kleinberg [7] studied the user recommendation problem as
a link prediction problem. They develop several approaches, based on metrics
that analyze the proximity of nodes in a social network, to infer the probability
of new connections among users. Experiments show that the network topology
is a good tool to predict future interactions.

2.2 Fourier Transform

The basic idea behind the approach proposed in this paper is to move the process
of evaluation of the new instances (time series) from their canonical time domain
to the frequency one, in order to obtain a representative pattern composed by
their frequency components, as shown in Figure 1.



This operation is performed by recurring to the Discrete Fourier Transform

(DFT ), whose formalization is shown in Equation 1, where i is the imaginary
unit.

Fn
def
=

N−1
∑

k=0

fk · e
−2πink/N , n ∈ Z (1)

The result of the Equation 1 is a set of sinusoidal functions, each correspond-
ing to a particular frequency component (i.e., the spectrum1).

If it is necessary, we can use the inverse Fourier transform shown in Equa-
tion 2 to return to the original time domain.

fk =
1

N

N−1
∑

n=0

Fn · e2πikn/N , n ∈ Z (2)

The Fast Fourier Transform (FFT ) algorithm, used in the context of this
paper to perform the Fourier transformations, rapidly computes the DFT by
factorizing the input matrix into a product of sparse (mostly zero) factors. It
is largely used because it reduces the computational complexity of the process
from O(n2) to O(n logn), where n denotes the data size.

Frequency

Time

Magnitude

f1

f2

f...

fX

Fig. 1. T ime and Frequency Domains

3 Preliminaries

Formal notation and premises to this paper are stated in the following.

1 The spectrum of the frequency components is the frequency domain representation
of a signal.



3.1 Notation

Given a set of users U = {u1, . . . , uN}, a set of items I = {i1, . . . , iM}, we denote
as rui the relevance of an item i ∈ I for a user u ∈ U , captured from the implicit
feedbacks.

We also denote as Iu ⊆ I the set of items i1, i2, . . . , iK in the profile of a user
u ∈ U .

Finally, we denote as F = {f1, f2, . . . , fX} the frequency components (spec-
trum) obtained as result of the DFT process.

3.2 Premises

Assuming that the time interval between the collection of the feedbacks is equal,
the considered non-periodic wave is given by the sequence of choices î1, î2, . . . , îK
with î ∈ I, which compose each user profile Iu, which represents the time series

taken into account.
Their fundamental period T starts with î1 and it ends with îK , thus we have

that sr = |Iu|; the sample interval si is instead given by the fundamental period
T divided by the number of acquisition, i.e., si = T

|Iu|
.

Through the FFT algorithm we compute the Discrete Fourier Transform

of each time series, by converting their representation from the time domain
to the frequency one. The obtained frequency-domain representation provides
information about the signal’s magnitude and phase at each frequency. For this
reason, the output (denoted as x) of the FFT computation is a series of complex
numbers composed by a real part xr and an imaginary part xi, thus x = (xr +
ixi).

We can obtain the x magnitude by using |x| =
√

(x2
r + x2

i ) and the x phase

by using ϕ(x) = arctan
(

xi

xr

)

, although in the context of this paper we will take

into account only the magnitude at each frequency.

4 Proposed Approach

The implementation of our approach is carried out through the following steps:

1. Time Series Definition: definition of the time series to use in the FFT

algorithm, in terms of ordered sequences of items chosen by a user;

2. Spectral Pattern Comparison: evaluation of the similarity between users
in terms of comparison of their spectral patterns, obtained by processing
their time series through the FFT algorithm;

3. Spectral Pattern Recommendation: formalization of the Spectral Pat-

tern Profiling (SPP ) algorithm able to generate user recommendation on
the basis of the Spectral Pattern Comparison process.

In the following, we provide a detailed description of each of these steps.



4.1 Time Series Definition

The first step of our approach is aimed to define the time series to use in the
Discrete Fourier Transform process. Considering that a time series is a series
of data points stored by following the time order and usually it is a sequence
captured at successive equally spaced points in time, thus it can be considered
a sequence of discrete-time data.

The time series (ts) that we will take into account are defined by using the
sequence of items chosen by a user (i.e., the ID of the evaluated items in the
user profile Iu), numerically sorted in ascending order after they were divided by
the relevance of the item for that user (in order to prioritize those with a higher
relevance), as shown in the example of Equation 3. Since we are dealing with
implicit feedbacks, the relevance has be inferred by monitoring the activity of
the users (e.g., by measuring the time spent while interacting with an item, like
the reading or viewing time, or the number of interactions the users had with a
piece of content, like the number of comments). In this work we are assuming
the relevance scores to be normalized in a fixed range (e.g., [1,5]).

ts = [i2, i1, . . . , iK ] with
i2

r(i2)
≤ i1

r(i1)
≤ . . . ≤ iK

r(iK) (3)

4.2 Spectral Pattern Comparison

In this step, we move the time series to the frequency domain by a DFT process
performed through the FFT approach introduced in Section 2.2. Basically, we
extract the spectral pattern of each user profile by processing the related time

series defined in the previous step.
The process is aimed at comparing the spectral pattern of a user to the

spectral patterns of the other users in the dataset, in order to rank these last
ones in terms of spectral similarity. The spectral similarity (σ) between two users
u1 and u2 (where u1 is the user to recommend and u2 is one of the other users in
the dataset, with u1, u2 ∈ U) is calculated by taking into account the magnitude
of all frequency components, as follows:

σ(u1, u2) =
1

|u1|

X
∑

x=1
Θ, with Θ =

{

1, fx(u2) ≤ fx(u1)

0, otherwise
(4)

It should be noted that in case of different size of the spectral vectors, the
smallest of them is stretched by adding zeros, so that the dimensions of the
spectral patterns to compare have the same size (same number of frequency
components).

4.3 Spectral Pattern Recommendation

The detected similarities between the user who will receive the recommendation
and the other users, are ranked considering the criterion shown in Equation 4.

The produced ranking can then be used to perform friend recommendations.



5 Conclusions and Future Work

This paper proposed a new approach of recommendation based on a novel latent
factor model.

The proposed Spectral Pattern Profiling approach gets such information by
comparing the spectral profiles of the users, processing the time series, defined on
the basis of the item evaluations, through a Discrete Fourier Transform process.

Given the similarly to the approaches based on the well-known Singular Value

Decomposition technique (e.g., SVD and SV D + +), aimed to discover latent
similarities between users, we performed some preliminary study, which are show-
ing that our approach is capable of capturing more effective similarities between
the users for friend recommendation purposes.

As future work we will study further characteristics of the spectral profiles,
with the objective to exploit them in order to improve the performance of our
recommendation algorithm.
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