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Abstract Recommender systems usually suggest items by exploiting all the previous inter-
actions of the users with a system (e.g., in order to decide the movies to recommend to a user,
all the movies she previously purchased are considered). This canonical approach some-
times could lead to wrong results due to several factors, such as a change in user preferences
over time, or the use of her account by third parties. This kind of incoherence in the user
profiles defines a lower bound on the error the recommender systems may achieve when
they generate suggestions for a user, an aspect known in literature as magic barrier. This
paper proposes a novel dynamic coherence-based approach to define the user profile used
in the recommendation process. The main aim is to identify and remove, from the previ-
ously evaluated items, those not semantically adherent to the others, in order to make a user
profile as close as possible to the user’s real preferences, solving the aforementioned prob-
lems. Moreover, reshaping the user profile in such a way leads to great advantages in terms
of computational complexity, since the number of items considered during the recommen-
dation process is highly reduced. The performed experiments show the effectiveness of our
approach to remove the incoherent items from a user profile, increasing the recommendation
accuracy.
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1 Introduction

The rapid growth of the number of companies that sell goods through the Word Wide Web
generates an enormous amount of valuable information, which can be exploited to improve
the quality and efficiency of the sales criteria (Schafer et al. 1999). Because of the widely-
known information overload problem, it became necessary to deal with the large amounts of
data available on the Web (Wei et al. 2014). Recommender Systems (RS) (Ricci et al. 2011)
represent an effective response to this problem, by filtering the huge amount of information
about the customers in order to get useful elements to produce suggestions to them (Armano
and Vargiu 2010; Addis et al. 2010; Vargiu et al. 2013). The denomination RS denotes a set
of software tools and techniques providing to a user suggestions for items, where the term
item is used to indicate what the system recommends to the users. In this paper we address
one of the most important aspects related to the recommender systems, i.e., how to represent
a user profile, so that it only contains accurate information about a user, allowing a system
to generate effective recommendations.

The main motivation behind this work is that most of the solutions regarding the user
profiling in the recommender systems context involve the interpretation of the whole set of
items previously evaluated by a user, in order to measure their similarity with those that she
did not consider yet, and recommend the most similar ones. Indeed, the recommendation
process is usually based on the principle that user preferences remain unchanged over time
and this can be true in many cases, but it is not the norm due to the existence of temporal
dynamics in their preferences (Lam et al. 1996; Li et al. 2007; Widyantoro et al. 2001).
Therefore, a static approach to user profiling can lead toward wrong results due to various
factors, such as a simple change of preferences over time or the temporary use of their own
account by other people.

Several works (Amatriain et al. 2009; Hill et al. 1995) have shown that some user ratings
might be considered as outliers, due to the fact that the same user may rate the same item
with different ratings, at different moments in time. This is a well-known problem, which
in the literature is defined as magic barrier (Bellogı́n et al. 2014; Herlocker et al. 2004;
Said et al. 2012), a term used to identify the point where, due to the noise in the data, the
performance and accuracy of an algorithm cannot be further improved. After the magic
barrier has been reached, any improvement in terms of accuracy might mean an overfitting
instead of a performance enhancement. Thus, the primary aim of the approach we introduce
is to measure the similarity between a single item and the others in the user profile, in order
to improve the recommendation process by discarding the items that are highly dissimilar
with the others in the user profile. In the literature, the coherence of an item with respect
to the user profile is usually measured as the variance in the feature space that defines the
items, typically based on the ratings given by the users (Bellogı́n et al. 2014). This is done
by employing several metrics, such as the entropy, the mean value, or the standard deviation.
Differently from the approaches at the state of the art, in this paper we consider the semantic
distance between the concepts expressed by each item in a user profile, and the concepts
expressed by the other ones.

This way to proceed presents a twofold advantage: firstly, it allows us to evaluate the
coherence of an item in a more extensive way (i.e., by employing semantic concepts) w.r.t.
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a limited mathematical approach; secondly, it reduces the cause of the magic barrier prob-
lem. This happens because the assumption of the magic barrier problem is the presence of
incoherent items in the user profiles. Considering that our approach removes them, keeping
in the user profiles only those items that are coherent with each other, we can consider any
observed improvement as real, instead that a mere side effect (i.e., an overfitting).

To perform the task of removing semantically incoherent items from a user profile, we
introduce the Dynamic Coherence-Based Modeling (DCBM), an algorithm based on the
concept of Minimum Global Coherence (MGC), a metric that allows us to measure the
semantic similarity between a single item and the others within the user profile. Moreover,
the algorithm takes into account two factors, i.e., the position of each item in the chronol-
ogy of the user choices, and the distance from the mean value of the global similarity (as
“global” we mean all the items in a user profile). These metrics allow us to remove in a
selective way any item that could make the user profiles non-adherent to the real prefer-
ences of the users. The main idea is that the more information in the user profile is coherent,
the more the recommendations based on this profile will be reliable. Through our approach,
the evaluation process of the items coherence has been moved from a domain based on rig-
orous mathematical criteria (i.e., variance of the user ratings in the feature space), to a new
semantic domain, which presents a considerable advantage in terms of evaluation flexibil-
ity. An important aspect related with the proposed approach is its ability to operate in any
domain characterized by a textual description of the items, even in absence of a user rating
about them (e.g., implicit user preferences collected from the users’ browsing sessions).

In order to validate the capability of our approach to produce accurate user profiles, we
are going to include the DCBM algorithm into state-of-the-art recommender systems (i.e.,
SVD (Koren and Bell 2015) and a User-Based Collaborative Filtering approach (Ning et al.
2015)) and evaluate the accuracy of the performed recommendations. Since the task of a
recommender system that predicts the interest of the users for the items relies on the infor-
mation included in a user profile, more accurate user profiles lead to an improved accuracy
of the whole recommender system. Experimental results show its capability to remove the
incoherent items from the user profiles, increasing the accuracy of the recommendations
and reducing the computational complexity of the system, also in the context of the non-
semantic approaches as those taken into account (i.e., SVD and User-Based Collaborative
Filtering approaches).

The contributions of the paper are summarized as follows:

– we introduce a novel algorithm to remove incoherent items from a user profile, with the
aim to improve the recommendation accuracy;

– we integrate our algorithm into state-of-the-art recommender systems, in order to
improve their effectiveness and validate our proposal;

– we performed experiments on two real-world datasets and two state-of-the-art recom-
mender systems, which compare the accuracy of a recommender system before and
after the use of our approach.

This paper is based on the work presented in (Saia et al. 2014), which was completely
rewritten and extended in the following ways: (i) we provide a formal notation and defini-
tion of the problem we tackle in this work, (ii) we extend the presentation of the background
concepts behind this proposal, (iii) we provide more details on the proposed approach,
(iv) we compare our proposal against two state-of-the-art recommender systems and two
datasets.



114 J Intell Inf Syst (2016) 47:111–134

The rest of the paper is organized as follows: Section 2 presents related work on user
profiling; in Section 3 we introduce the background on the concepts and the problem han-
dled by our proposal; Section 4 contains the formal definition of our problem, the details
of the DCBM algorithm, and its integration into a recommender system; Section 5 presents
the experimental framework used to evaluate our approach; Section 6 contains conclusions
and future work.

2 Related work

In order to lead the potential buyers toward a number of well-targeted suggestions, related
to the large amount of goods or services available today through the electronic commerce
circuits, a Recommender System plays a determinant role, since it is able to investigate on
the user preferences, suggesting them only potentially interesting items. In order to identify
them, a recommender system has to predict that an item is worth recommending (Ricci et al.
2011).

The first class of systems that was developed employs the so-called Collaborative Fil-
tering approach (Hill et al. 1995; Karypis 2001; Linden et al. 2003; Sarwar et al. 2001),
which is based on the assumption that users have similar preferences on a item, if they
already have rated other similar items (Su and Khoshgoftaar 2009). Content-based recom-
mender systems, instead, suggest to users items whose content is similar to that of the items
they previously evaluated (Lops et al. 2011; Pazzani and Billsus 2007). The early systems
used relatively simple retrieval models, such as the Vector Space Model, with the basic TF-
IDF weighting (which is presented in detail in the next section). Examples of systems that
employ this type of content filtering are (Balabanovic and Shoham 1997; Billsus and Paz-
zani 1999; Lieberman 1995; Pazzani et al. 1996). Due to the fact that the approach based on
a simple bag of words is not able to perform a semantic disambiguation of the words in an
item description, content-based recommender systems evolved and started employing exter-
nal sources of knowledge (e.g., ontologies) and semantic analysis tools, to improve their
accuracy (Capelle et al. 2012; Capelle et al. 2013).

When producing personalized recommendations to users, the first requirement is to
understand the needs of the users and, according to them, to build a user profile that mod-
els these needs. There are several approaches to create user profiles: some of them focus on
short-term user profiles that capture features of the user’s current search context (Budzik
and Hammond 2000; Finkelstein et al. 2002; Shen et al. 2005), while others accommodate
long-term profiles that capture the user preferences over a long period of time (Asnicar and
Tasso 1997; Chirita et al. 2005; Ma et al. 2007). As shown in (Widyantoro et al. 2001),
compared with the short-term user profiles, the use of a long-term user profile generally pro-
duces more reliable results, at least when the user preferences are fairly stable over a long
time period. Otherwise, we need a specific strategy able to manage the changes in the user
profile that do not reflect the preferences of the user and that represent a form of “noise”.

The most common strategies to get useful information to build the user profiles are two,
i.e., explicit or implicit. Explicit profiling strategies directly request to the users different
forms of preference information, from categorical preferences (Chirita et al. 2005; Ma et al.
2007) to simple result ratings (Asnicar and Tasso 1997). Instead, implicit profiling strate-
gies attempt to infer this information by analyzing the users behavior, and without a direct
interaction with them while they perform actions in a website (Chirita et al. 2005; Liu et al.
2002; Pretschner and Gauch 1999).
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However, the strategy usually adopted is the implicit one, where the user preferences
are inferred without a direct interaction with her. This is the common approach because
the explicit strategy presents some problems, such as those related with the privacy aspects
(many users do not like to reveal information about their preferences), and those related with
the form filling process (many users do not like to spend their time for this activity, and it is
proved that the accuracy of the information depends on the time needed to provide them).

The implicit approach usually requires long-term user profiles, where the information
about the preferences is considered over an extended period of time. However, there are
some implicit approaches that involve a short-term profiling, related to the particular context
in which the system operates (Shen et al. 2005).

Regardless of the type of profiling that is adopted (e.g., long-term or short-term), there is
a common problem that may affect the goodness of the obtained results, i.e., the capability
of the information stored in the user profile to lead toward reliable recommendations. In
order to face the problem of dealing with unreliable information in a user profile, the state
of art proposes different strategies. Several approaches, such as (Lam et al. 1996), take
advantage from the Bayesian analysis of the user provided relevance feedback, in order to
detect non-stationary user interests. Also exploiting the feedback information provided by
the users, other approaches such as (Widyantoro et al. 2001) make use of a tree-descriptor
model to detect shifts in user interests. Another technique exploits the knowledge captured
in an ontology (Schickel-Zuber and Faltings 2006) to obtain the same result, but in this case
it is necessary that the users express their preferences about items through an explicit rating.

There are also other different strategies that try to improve the accuracy of the infor-
mation in the profiles by collecting the implicit feedbacks of the users during their natural
interactions with the system (reading-time, saving, etc.) (Kelly and Teevan 2003). However,
it should be pointed out that most of the strategies used in this area are effective only in
specific contexts, such as for instance (Zeb and Fasli 2011), where a novel approach to auto-
matically model the user profile, according to the change of her preferences, is designed for
the articles recommendation context.

With regard to the analysis of information related to user profiles and items, there are sev-
eral ways to operate and most of them work by using the bag-of-words model, an approach
where the words are processed without taking into account the correlation between the
terms (Lam et al. 1996; Widyantoro et al. 2001). This trivial way to manage the informa-
tion usually does not lead toward good results, and just for this reason there are some more
sophisticated alternatives, such as the semantic analysis of the content in order to model
the preferences of a user (Pedersen et al. 2004). In (Stilo and Velardi 2014a, b, 2015), the
problem of modeling semantically correlated items was tackled, but the authors consider a
temporal correlation and not the one between the items and a user profile.

It should be noted that there is a common issue that afflicts the recommendation
approaches, related to the concept of item incoherence. This is a problem that in the lit-
erature is identified as magic barrier (Herlocker et al. 2004), a term used to define the
theoretical boundary for the level of optimization that can be achieved by a recommen-
dation algorithm on transactional data (Said et al. 2012). The evaluation models assume
as a ground truth that the transactions made in the past by the users, and stored in their
profiles, are free of noise. This is a concept that has been explored in (Amatriain et al. 2009;
Amatriain et al. 2009), where a study aimed to capture the noise in a service that operates
in a synthetic environment was performed. It should be noted that this is an aspect that,
in the context of the recommender systems, was mentioned for the first time in 1995, in
a work aimed at discussing the concept of reliability of users in terms of rating coherence
(Hill et al. 1995).
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Our approach differs from the others in the literature, since it does not need to focus on
a specific type of profile (i.e., short-term or long-term), but it can operate with any type
of data that contains a textual description, overcoming the limitation introduced by the magic
barrier from a novel perspective, represented by the semantic analysis of the items.

3 Background

In this section we provide some details concerning two key concepts involved in the context
of this work, i.e., the spatial representation of a text document based on the Vector Space
Model, and the functionalities offered by the WordNet environment.

3.1 Vector space model

Many content-based recommender systems use relatively simple retrieval models (Lops
et al. 2011), such as the Vector Space Model (VSM), with the basic TF-IDF weighting.
VSM is a spatial representation of text documents, where each document is represented by
a vector in a n-dimensional space, and each dimension is related to a term from the overall
vocabulary of a specific document collection. In other words, every document is represented
as a vector of term weights, where the weight indicates the degree of association between
the document and the term. Let D = {d1, d2, ..., dN } indicate a set of documents, and
dj = {t1, t2, ..., tN } , t ∈ T be the set of terms in a document. The dictionary T is obtained
by applying some standard Natural Language Processing (NLP) operations, such as tok-
enization, stop-words removal and stemming, and every document dj is represented as a
vector in a n-dimensional vector space, so dj = {

w1j , w2j , ..., wnj

}
where wnj represents

the weight for term tn in document dj . The major problems during the document repre-
sentation with the VSM are the weighting of the terms and the evaluation of the similarity
of the vectors. The most commonly used way to estimate the term weighting is based on
TF-IDF, a trivial approach that uses empirical observations of the documents’ terms (Salton
et al. 1975).

3.2 WordNet environment

Due to the fact that an approach based on a simple bag of words is not able to perform a
semantic disambiguation of the words in an item description, also motivated by the fact that
exploiting a taxonomy for categorization purposes is an approach recognized in the litera-
ture (Addis et al. 2010), and by the fact that a semantic analysis is useful to improve the
accuracy of a classification (Armano et al. 2011a, b), in order to perform the similarity mea-
sures used in this work we decided to exploit the functionalities offered by the WordNet
environment. WordNet is a large lexical database of English, where nouns, verbs, adjec-
tives, and adverbs are grouped into sets of cognitive synonyms (synsets), each expressing a
distinct concept. Synsets are interlinked by means of conceptual-semantic and lexical rela-
tions. Wordnet currently contains about 155,287 words, organized into 117,659 synsets for
a total of 206,941 word-sense pairs (Fellbaum 1998).

3.2.1 WordNet structure

The main relation among words in WordNet is the synonymy and, in order to represent these
relations, the dictionary is based on synsets, i.e., unordered sets of grouped words that denote
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the same concept and are interchangeable in many contexts. Each synset is linked to other
synsets through a small number of conceptual relations. Word forms with several distinct
meanings are represented by as many distinct synsets, so that each form-meaning pair in
WordNet is unique (e.g., the fly noun and the fly verb belong to two distinct synsets). Most of
the WordNet relations connect words that belong to the same part-of-speech (POS). There
are four POS: nouns, verbs, adjectives, and adverbs. Both nouns and verbs are organized
into precise hierarchies, defined by hypernym or is-a relationships. For example, the first
sense of the word radio would have the following hypernym hierarchy, where the words at
the same level are synonyms of each other: as shown in the following, some sense of radio
is synonymous with some other senses of radiocommunication or wireless, and so on.

1. POS=noun

(a) radio, radiocommunication, wireless (medium for communication)
(b) radio receiver, receiving set, radio set, radio, tuner, wireless (an electronic

receiver that detects and demodulates and amplifies transmitted signals)
(c) radio, wireless (a communication system based on broadcasting electromagnetic

waves)

2. POS=verb

(a) radio (transmit messages via radio waves)

Each synset has a unique index and shares its properties, such as a gloss or dictionary
definition.

In the case of nouns and verbs (the organization of adjectives and adverbs is slightly
different) the WordNet hierarchies are organized into several base types (25 primitive groups
for the nouns and 15 for the verbs), and all primitive groups ultimately go up to an abstract
root node. As we can imagine, the network of nouns is far deeper than that of the other
parts-of-speech. The verbs instead present a more bushy structure, and the adjectives are
distributed into many clusters, as well as the adverbs, since these last are defined in terms
of the adjectives (i.e., they are derived from adjectives and thus inherit the structure from
them). Due to the similarity measure chosen for our work, we consider only the nouns
and the verbs, exploiting the state-of-art semantic-based approach to item recommendation
based on the WordNet synsets (Pedersen et al. 2004), to evaluate the semantic similarity
between the items stored in the user profiles.

4 Item recommendation with incoherent items removal

The definition of the problem handled by our proposal, the notation used in the prob-
lem statement, the details about the implementation of the proposed algorithm, and its
integration on a recommender system, are described in the following (Sections 4.1 and 4.2).

4.1 Problem definition

Here, after introducing the adopted notation, we define the problem handled by our
proposal.

Definition 1 (User preferences) We are given a set of users U = {u1, . . . , uN }, a set of
items I = {i1, . . . , iM }, and a set V of values used to express the user preferences (e.g.,
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V = [1, 5] or V = {like, dislike}). The set of all possible preferences expressed by the
users is a ternary relation P ⊆ U × I × V . We denote as P+ ⊆ P the subset of preferences
with a positive value (i.e., P+ = {(u, i, v) ∈ P | v ≥ v ∨ v = like}), where v indicates the
mean value (in the previous example, v = 3).

Definition 2 (User items) Given the set of positive preferences P+, we denote as I+ =
{i ∈ I | ∃(u, i, v) ∈ P+} the set of items for which there is a positive preference, and as
Iu = {i ∈ I | ∃(u, i, v) ∈ P+ ∧ u ∈ U} the set of items a user u likes.

Definition 3 (Semantic item description) Let BoW = {t1, . . . , tW } be the bag of words
used to describe the items in I ; we denote as di the binary vector used to describe each
item i ∈ I (each vector is such that | di |=| BoW |). We define as S = {s1, . . . , sW }
the set of synsets associated to BoW (that is, for each term used to describe an item, we
consider its associated synset), and as sdi the semantic description of i. The set of semantic
descriptions is denoted as D = {sd1, . . . , sdM } (note that we have a semantic description
for each item, so | D |=| I |). The approach used to extract sdi from di is described in
detail in Section 4.2.1.

Definition 4 (Semantic user model) Given the set of positively evaluated items by a user
Iu, we define a semantic user model Mu as the set of synsets in the semantic descriptions of
the items in Iu. More formally, Mu = {sw | sw ∈ sdm ∧ im ∈ Iu, ∀im ∈ Iu}.

Definition 5 (Item coherence) An item i ∈ Iu is coherent with the rest of the items in the
user profile Iu, if the similarity between the semantic description sdi of the item and the
union of the semantic descriptions of the rest of the items (i.e., Mu \ sdi) is higher than a
threshold value.

Problem 1 Given a set of items Iu that a user likes, our objective is to extract a set Iu ⊆ Iu,
such that each item i ∈ Iu is coherent with the others.

4.2 Our approach

As already highlighted during the description of the limits that affect the user profiling
activity, individual profiles need to be as adherent as possible to the real preferences of the
users, because they are exploited to predict their future interests. For this reason, in this sec-
tion we propose a novel approach defined Dynamic Coherence-Based Modeling (DCBM)
that allows us to find and remove the incoherent items from user profiles, regardless of the
chosen profiling method. The implementation on a recommender system of the DCBM is
described in the following subsections.

4.2.1 Data preprocessing

Before comparing the similarity between the items in a user profile, we need to follow
several preprocessing steps. The first step is to detect the correct part of speech (POS) for
each word in the text; in order to perform this task, we have used the Stanford Log-linear
Part-Of-Speech Tagger (Toutanova et al. 2003). In the second step, we remove punctuation
marks and stop words, i.e., the insignificant words (such as adjectives, conjunctions, etc.)
that represent noise in the semantic analysis. Several stop-words lists can be found on the
Internet, and in this work we have used a list of 429 stop words made available with the
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Onix Text Retrieval Toolkit.1 In the last step, after we have determined the lemma of each
word using the Java API implementation for WordNet Searching JAWS,2 we perform the
so-called word sense disambiguation, a process where the correct sense of each word is
determined, which permits us to evaluate the semantic similarity in a precise way. The best
sense of each word in a sentence (i.e., the selection of the real meaning of a word in the
context where it is used) was found through the Java implementation of the adapted Lesk
algorithm provided by the Denmark Technical University similarity application (Salton et al.
1975). All the collected synsets form the set S = {s1, . . . , sW } defined in Section 4.1. The
output of this step is the semantic disambiguation of the textual description of each item
i ∈ I , which is stored in a binary vector sdi ; each element of the vector sdi[w] is 1 if the
corresponding synset appears in the item description, and 0 otherwise.

4.2.2 Semantic similarity

The most used semantic similarity measures are five, and are those defined by Leacock and
Chodorow (1998), Jiang and Conrath (1997), Resnik (1995), Lin (1998), and Wu and Palmer
(1994). Each of them evaluates the semantic similarity between two WordNet synsets, and
we calculate the semantic similarity by using Wu and Palmer’s measure, a method based
on the path length between a pair of concepts (WordNet synsets), which in the literature is
considered to be the most accurate when generating the similarities (Dennai and Benslimane
2013; Capelle et al. 2012).

Given a set X of i WordNet synsets x1, x2, ..., xi that are related to an item description,
and a set Y of j WordNet synsets y1, y2, ..., yj related to another item description, a set Q,
which contains all the possible pairs between the synsets in the set X and the synsets in the
set Y , is defined as in (1).

Q = (〈x1, y1〉 , 〈x1, y2〉 , . . . ,
〈
xi, yj

〉) ∀x ∈ X, y ∈ Y (1)

In the next step, a subset Z of the pairs in Q (i.e., Z ⊆ Q) that have at least an element
with the same POS is created (2).

Z = {〈xi, yj 〉 | POS(xi) = POS(yj )} (2)

The metric measures the similarity between concepts in an ontology (in our case it is
WordNet), as shown in (3).

simWP (x, y) = 2 · A

B + C + (2 · A)
(3)

Assuming that the Least Common Subsumer (LCS) of two concepts x and y is the
most specific concept that is an ancestor of both x and y, where the concept tree is
defined by the is-a relation, in (3) we have that A=depth(LCS(x,y)), B=length(x,LCS(x,y)),
C=length(y,LCS(x,y)). We can note that B + C represents the path length from x and y,
while A indicates the global depth of the path in the taxonomy.

In the example of Fig. 1, v4 is the parent (and also ancestor) of v5, while v2 is an ancestor
of both v5 and v3. In this case, the LCS of v3 and v5 is v2, since it is the most specific
concept that is an ancestor of both v3 and v5. Note that while v1 is a common subsumer of
both v3 and v5, it is not the least, since there is still a child of v1 (in this case it is v2), which

1http://www.lextek.com/manuals/onix/stopwords.html
2http://lyle.smu.edu/tspell/jaws/index.html

http://www.lextek.com/manuals/onix/stopwords.html
http://lyle.smu.edu/ tspell/jaws/index.html
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Fig. 1 WordNet relationships tree

is also a common subsumer of both v5 and v3. v4 is not the least common subsumer since it
is not an ancestor of v3.

In order to calculate the Wu and Palmer similarity between v3 and v5, we first determine
that the least common subsumer of v3 and v5 is v2. Next, we determine that the length of the
path from v3 to v2 is 1, that the length of the path from v5 to v2 is 2, and that the depth of v2
is 1 (i.e., the distance from v2 to the root vertex v1). Now we can determine the similarity
between the synsets v3 and v5, as shown in (4).

simWP (v3, v5) = 2 · 1

2 + 1 + (2 · 1)
= 0.40 (4)

The similarity between two items is defined as the sum of the similarity score of all
the item pairs, divided by its cardinality (the subset Z of WordNet synsets with a common
part-of-speech), as shown in (5).

simWP (X, Y ) =

∑

(x,y)∈Z

simWP (x, y)

| Z | (5)

This similarity metric is employed by our algorithm to compute the coherence of an item
with the rest of the semantic user profile.

4.2.3 Dynamic coherence-based modeling

For the purpose of being able to make effective recommendations to users, their profiles
need to store only the descriptions of the items that really reflect their preferences.

In order to identify which items positively evaluated by a user (i ∈ Iu) do not reflect her
preference, representing for instance the result of past wrong choices or the use by third par-
ties of her account, the Dynamic Coherence-Based Modeling (DCBM) algorithm measures
the Minimum Global Coherence (MGC) of each single item description with the set of the
other items present in her profile. In other words, through MGC, the most dissimilar item
with respect to the other items is identified.
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The Wu and Palmer similarity metric previously presented can be used to calculate the
MGC, as shown in (6) (sdi denotes the semantic description of an item i, and Mu \ sdi

indicates the semantic user model from which the synsets in sdi have been removed).

MGC = arg min
i∈Iu

(simWP (sdi,Mu \ sdi)) (6)

The basic idea is to isolate each individual item i in a user profile, semantically described
by sdi , and then measure its similarity with respect to the other items (i.e., the merging of
the synsets of the rest of the items), in order to obtain a measure of its coherence within the
overall context of the entire profile.

In other words, in order to identify the most distant element from the general context of
the evaluated items, we are exploiting a basic principle of the differential calculus, because
the MGC value shown upon is nothing other than the maximum negative slope, which is
calculated by finding the ratio between the changing on y axis and the changing on x axis.
This is demonstrated in Theorem 1.

Theorem 1 The Minimum Global Coherence coefficient corresponds to the maximum
negative slope.

Proof Placing on the x axis the user iterations in a chronological order, and on the y axis the
corresponding values of GS (Global Similarity) calculated as simWP (sdi,Mu \ sdi), ∀i ∈
Iu, we can trivially calculate the slope value (denoted by the letter m), as shown in (7).

m = �y

�x
= f (x + �x) − f (x)

�x
(7)

The mathematics of differential calculus defines the slope of a curve at a point as the
slope of the tangent line at that point. Since we are working with a series of points, the slope
may be calculated not at a single point but between two points. Considering that for each
current user iteration �x is always equal to 1 (in fact, for N user iterations we have that
1 − 0 = 1, 2 − 1 = 1, . . ., N − (N − 1) = 1), the slope value m will always be equal to
f (x+�x)−f (x). As (8) shows, where simWP (Iu) denotes simWP (sdi, Mu\sdi), ∀i ∈ Iu,
the maximum negative slope corresponds to the value of MGC.

min

(�y

�x

)
= min

(
simWP (Iu)

1

)
= MGC (8)

In Fig. 2, which displays the data reported in Table 1, we can see what we just said in a
graphical way.

In order to avoid the removal of an item that might correspond to a recent change in the
preferences of the user or an item not semantically distant enough from the context of the
remaining items, the DCBM algorithm considers an item as incoherent and removes it, only
if it meets the following conditions:

1. it is located in the first part of the user iteration history. Based on this first requirement,
an item is considered far from the user’s preferences only when it goes up in the first
part of the iterations. This condition is checked thanks to a parameter r , taken as input
by the algorithm, which defines the removal area, i.e., the percentage of a user profile
where an item can be removed. Note that 0 ≤ r ≤ 1, so in the example in Fig. 2,
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Fig. 2 The maximum negative
slope corresponds to the value of
MGC

r = 2
3 = 0.66 (i.e., the element related to MGC value is located in the region R3, so it

does not meet this first requirement);
2. the value of MGC must be higher than the mean value of the global similarity.

Regarding the first requirement, it should be noted that the regions extension is strongly
related both to the type of items and to their frequency of fruition, so it depends on the
operative scenario. With respect to the second requirement, we prevent the removal of items
when their semantic distance with the remaining items is lower than the mean value. For
this reason, we first calculate the value of the mean similarity in the context of the user
profile, then we define a threshold value that determines when an item must be considered
incoherent with respect to the current context. Equation (9) measures the mean similarity,
denoted by GS, by calculating the average of the Global Similarity (GS) values, which are
obtained as simWP (sdi, Mu \ sdi), ∀i ∈ Iu.

GS = 1

| Iu | ·
∑

i∈Iu

(simWP (sdi,Mu \ sdi)) (9)

where | Iu | represents the total number of items stored in the profile (in the case of sample
data shown in Table 1, the GS = 0.2906). Once this average value is obtained, we can

Table 1 User profile sample data
x y m

1 0.2884 +0.2884

2 0.2967 +0.0083

3 0.2772 −0.0195

4 0.3202 +0.0430

5 0.2724 −0.0478

6 0.2886 +0.0162

7 0.2708 −0.0178

8 0.3066 +0.0358

9 0.3188 +0.0122

10 0.2691 −0.0497

11 0.2878 +0.0187
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proceed to define the condition ρ to be used to decide when an item has to be removed (1)
or not (0), based on the average value GS (as shown in 10).

ρ =
{

1, if MGC < GS

0, otherwise
(10)

Based on the above considerations, we can now define Algorithm 1, used to remove the
semantically incoherent items from a user profile. The algorithm requires as input the set
Iu (i.e., the user profile), and a removal area r used to define in which part of the profile
an item can be removed. In step 3 we extract the set of synsets Mu (Definition 4) from the
description of the items in the user profile Iu (Definition 2). Steps 4-6 compute the similarity
between each couple of synsets that belong to the user profile. In step 7, the average of the
similarities is computed, so that in steps 8-15 we can evaluate if an item has to be removed
from a user profile or not. In particular, once an item i is removed from a profile in step 12,
its associated similarity s is removed from the list S (step 13), so that MGC in step 9 can be
set as the minimum similarity value after the item removal. In step 16, the algorithm returns
the user profile Iu without the removed items.

4.2.4 Item recommendation

After the user profile has been processed by Algorithm 1, this step computes the similarity
with all the items not evaluated, and recommends to a user a subset of those with the high-
est similarity. An interesting aspect to consider is that, thanks to our proposal, a user profile
in which both the preferences in terms of ratings and in terms of synsets would be available
to a recommender system. This would make possible the generation of recommendations
with both collaborative filtering and content-based approaches. In this study we consider the
two main subclasses of collaborative filtering approaches (i.e., the neighborhood approach
and the latent factor models), since collaborative filtering approaches are known to be the
most accurate. In particular, we consider SVD (Koren and Bell 2015) for the latent factor
model-based approaches and a user-based approach (Ning et al. 2015) for the neighborhood
subclass. This will allow us to evaluate our approach both in a scenario in which the fea-
ture space is reduced (SVD), and in which the recommendations are instead produced by
considering all the items a user evaluated (user-based approach).
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4.2.5 Summary

We can summarize the implementation process of the DCBM algorithm on a recommender
system in the following four steps:

1. Data Preprocessing: preprocessing of the textual description of all items, in order to
remove the useless elements and the items with a rating lower than the average;

2. Semantic Similarity: WordNet features are used to retrieve, from the preprocessed text,
all the possible pairs between the WordNet synsets in the text of the items not evaluated
and the synsets in the text of the user profile, keeping only the pairs that have at least
an element with the same part-of-speech, for which we measure the semantic similarity
according to the Wu and Palmer metric;

3. Dynamic Coherence-Based Modeling: the items dissimilar from the average prefer-
ences of a user are identified by measuring the Minimum Global Coherence (MGC).
Moreover, in accordance with certain criteria, the items that are more semantically
distant from the context of a user’s real preferences are removed from the user profile;

4. Item Recommendation: the user profile without the incoherent items is employed to
filter the items a user has not yet evaluated, in order to select the items to recommend.

5 Experimental framework

This section presents the framework used to evaluate our proposal. The strategy that drove
our experiments is first described; then the dataset used and the preprocessing made on the
data are introduced; after, the metrics used for the evaluation are presented; the last part of
the section presents the obtained results.

5.1 Experimental strategy

The experimental environment for this work is based on the Java language, with the sup-
port of Java API implementation for WordNet Searching (JAWS) previously mentioned. In
order to perform the evaluation, we used two real-world datasets widely-employed in the
recommender systems literature, i.e., Yahoo! Webscope (R4) and Movielens 10M.

The recommender systems used to test the effectiveness of the DCBM algorithms are
SVD and a classic User-Based Nearest Neighbors Collaborative Filtering approach. As pre-
viously highlighted, this will allow us to evaluate our proposal on recommender systems in
which the dimensionality is reduced and in which the feature space is processed as it is.

These Mahout framework was used to implement the recommender systems. In addition
to the training set, the framework requires two parameters for SVD: the number of target
features and the number of training steps to run (parameter λ). The value of the first param-
eter can be chosen arbitrarily, on the basis of the number of features that the SVD should
target; in our experiments the performance differences measured between our approach and
SVD are almost the same by varying this value;3 we have set it to 19 for the Yahoo dataset
and to 18 for the Movielens dataset (i.e., as the number of genres of each dataset); the second
parameter, λ, will instead be tested through a set of experiments.

3The analysis has been omitted, since it did not show significant and interesting results, and in order to
facilitate the reading of the paper.
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For the user-based approach, it is necessary to set the number of neighbors to con-
sider when predicting the ratings; also this parameter will be set thanks to a specific set
of experiments. The distance function chosen for the neighborhood approach is the Pear-
son correlation, one of the most common measure of correlation to evaluate the similarity
between two users (Herlocker et al. 1999).

In order to validate our proposal, a comparative analysis has been performed, by con-
sidering the values obtained by a recommender system both in a scenario in which the user
profile is processed with the DCBM algorithm and in a scenario in which the profile is pro-
cessed as it is. The comparisons have been made by measuring both the Root Mean Squared
Error (RMSE) and the Average Difference (AD).

RMSE was chosen as a metric to compare the algorithms because, as the organizers
of the Netflix prize highlight,4 it is well-known and widely used, it allows to evaluate a
system through a single number, and it emphasizes the presence of large errors (both false
positives and false negatives). AD was measured since it is being recently considered by
largely employed frameworks (such as Apache’s Mahout) to facilitate the interpretability of
the results (Owen et al. 2011).

Three sets of experiments have been performed:

1. Analysis of the removed items. We analyze the amount of items removed for each
user, in order to analyze the impact of the DCBM algorithm on a user profile.

2. Recommendation accuracy measurement. We validate the capability of our approach
to remove incoherent items, by analyzing the accuracy of the generated recommenda-
tions with and without the incoherent items in the user profiles.

3. Performance analysis. We consider the amount of time it takes to process an item,
when analyzing if it should be removed or not. This allows us to evaluate our algorithm
considering its performance, and to analyze, once an item gets removed, how much
time can be saved by using our proposal.

5.2 Datasets

In order to evaluate our strategy, we perform a series of experiments on two different real-
world datasets, extracted by two standard benchmarks for recommender systems: Yahoo!
Webscope R45 and Movielens 10M.6

Yahoo!Webscope (R4) This dataset contains a large amount of data related to user prefer-
ences expressed on the Yahoo! Movies community that are rated on the base of two different
scales, from 1 to 13 and from 1 to 5 (we use the latter). The training data is composed by
7,642 users (| U |), 11,915 movies/items (| I |), and 211,231 ratings (| P |). All the users
in the training set have rated at least 10 items and all items are rated by at least one user.
The test data is composed by 2,309 users, 2,380 items, and 10,136 ratings. There are no test
users/items that do not also appear in the training data. All the users in the test set have rated
at least one item and all items have been rated by at least one user. The items are classified
in 19 different classes (genres), and it should be noted that an item may be classified with

4http://www.netflixprize.com/faq
5http://webscope.sandbox.yahoo.com
6http://grouplens.org/datasets/movielens/

http://www.netflixprize.com/faq
http://webscope.sandbox.yahoo.com
http://grouplens.org/datasets/movielens/
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multiple classes. The information of this dataset, training and test data, are sorted in chrono-
logical order, and it should be also noted that the test data were gathered chronologically
after the training data.

Movielens 10M The second dataset used in this work is composed by 71,567 users (|
U |), 10,681 movies/items (| I |), and 10,000,054 ratings (| P |). It was extracted at
random from MovieLens (a movie recommendation website). All the users in the dataset
had rated at least 20 movies, and each user is represented by a unique ID. The ratings of
the items are based on a 5-star scale, with half-star increments. In this dataset the items are
classified in 18 different classes (movie genres), and also in this case each item may be
classified with multiple classes (genres). Since the Movielens 10M dataset does not contain
any textual description of the items, to obtain this information we used a file provided by the
Webscope (R4) dataset, which contains a mapping from the movie IDs used in the dataset
to the corresponding movie IDs and titles used in the MovieLens dataset. In this dataset the
users were selected at random for the inclusion in the training and test data.

5.3 Metrics

The accuracy of the predicted ratings was measured through the Root Mean Squared Error
(RMSE) and the Average Difference (AD). Both metrics consider the test set and the pre-
dicted ratings, by comparing each rating rui , given by a user u for an item i and available
in the test set, with the rating pui predicted by a recommender system. The formulas are
shown below, where n is the number of ratings in the test set:

RMSE =

√√√√√

n∑

i=0
(rui − pui)2

n

AD =

n∑

i=0
| rui − pui |

n

5.4 Experimental results

This section presents the results for each set of experiments presented in the strategy.

5.4.1 Analysis of the removed items

Figure 3 reports the number of removed items and the amount of users for which that amount
of items were removed, in the Webscope dataset (Fig. 3a) and in the Movielens dataset
(Fig. 3b). Both figures show a power law distribution, which indicates that for the vast
majority of the users just a small number of items gets removed. However, there are cases
in which hundreds of items are removed from a single user profile and get classified by our
approach as noise.

In the next set of experiments we evaluate the capability of our approach to generate
accurate recommendations by employing these profiles without incoherent items.
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Fig. 3 Removed items

5.4.2 Recommendation accuracy measurement

Figure 4 shows the results obtained for the SVD recommender system and the two employed
metrics, in both the Webscope (Fig. 4a-b) and Movielens (Fig. 4c-d) datasets. The results of
the Webscope dataset show that the best results can be obtained with λ = 0.141, RMSE =
1.0124, AD = 0.7788 for the unfiltered dataset and λ = 0.171, RMSE = 1.0128,
AD = 0.7301 for the data filtered with the DCBM algorithm. Regarding the results with
the Movielens data, the highest accuracy is obtained with λ = 0.141, RMSE = 0.96,
AD = 0.7788 for the unfiltered dataset and λ = 0.091, RMSE = 0.9751, AD = 0.755
for the data filtered with the DCBM algorithm. We also performed independent-samples
two-tailed Student’s t-tests, which highlighted that there is no statistical difference between
the results (p > 0.05). Indeed, we can notice that the RMSE of the filtered data is slightly
higher, while the AD is slightly lower. This means that, when the feature space is reduced by
the recommendation approach, we can reduce the complexity of the system by processing
less items while keeping the same accuracy.

In Fig. 5 we analyzed the other scenario, in which the feature space processed by the
recommender system is the entire user profile, by considering the nearest-neighbors user-
based filtering. Figure 5 shows the results with the employed metrics, in both the Webscope
(Fig. 5a-b) and Movielens (Fig. 5c-d) datasets. The results of the Webscope dataset show
that the best results can be obtained with neighbors = 8, RMSE = 1.058, AD = 0.7408
for the unfiltered dataset and neighbors = 7, RMSE = 0.8785, AD = 0.5877 for the
data filtered with the DCBM algorithm. Regarding the results with the Movielens data, the
highest accuracy is obtained with neighbors = 98, RMSE = 1.0485, AD = 0.8255
for the unfiltered dataset and neighbors = 3, RMSE = 1.0035, AD = 0.7421 for the
data filtered with the DCBM algorithm. These results show that when the entire feature
space is considered (as the collaborative filtering neighborhood-based approach tested in
this set of experiments, or the content-based systems), the recommendation accuracy can be
significantly improved (p < 0.05) by removing the incoherent items from the user profiles.
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Fig. 4 SVD recommendation accuracy

5.4.3 Performance analysis

Figure 6 shows the average amount of time in seconds it takes for the DCBM algorithm to
process an item and to decide if it should be removed or not, by considering the first 1000
user profiles, in order to achieve a statistic relevance. The dashed line in each subfigure indi-
cates the average time considering all the user profiles. In the Webscope dataset (Fig. 6a) the
average time to process an item is 0.21 seconds, while for the Movielens dataset (Fig. 6b)
it is 0.36 seconds. This means that the algorithm presents a very good performance con-
sidering the semantic process behind the DCBM algorithm. Moreover, this quick process
to decide if an item should be removed or not leads to great improvements when the rec-
ommendations are processed, both in terms of number of items to process and in terms of
accuracy when the whole feature space is considered.
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Fig. 5 User-based approach recommendation accuracy

5.4.4 Discussion

We verified that the proposed approach is actually able to remove the incoherent items from
the user profiles, as highlighted in Fig. 3, which shows that there are many cases in which
tens of items are removed from a single user profile. Considering that the removed items
are not useful to model the real preferences of the users (i.e., they have been classified as
incoherent by our approach), we obtain a considerable reduction of the computational load,
without any side effect.

The main considerations that arise from the observation of the experimental results are
the following: when we adopt a recommendation approach at the state of the art that does not
modify the feature space, the accuracy improves significantly, as it happens with the user-
based approach, whose results are shown in Fig. 5; otherwise, when we use an approach
that reduces this space, as happens by using SVD, the accuracy remains unaltered, as we
can observe in Fig. 4.
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Fig. 6 Computation time

In this last case, the advantages that come from the use of our approach are to be found
in the reduced number of items taken into account in the recommendation process. In fact,
considering that the removal of the items from the user profiles does not require much time,
as shown in Fig. 6, we have a considerable reduction of the time needed to perform the
recommendation process, because it operates by analyzing a number of items that is fewer
than the initial one, as reported in Fig. 3.

If on the one hand the proposed approach conducts toward more accurate recommen-
dations, on the other hand it reduces the number of items in the user profiles, thus the
computational complexity. About this aspect, it should be observed that the computational
load related to the comparisons performed to detect the MGC does not involve the recom-
mendation process, since it happens in another moment (i.e., when a user evaluates a new
item). Even if our approach has a high computational complexity, it is meant to run in back-
ground. Indeed, when a new item is evaluated by the user, it would not be removed (even
if incoherent) since it is recent, so its similarity with the rest of the user profile can be pro-
cessed in background. Therefore, the recommendation task, which is the one that has to run
fast because it operates online, can benefit from the proposed DCBM algorithm and from
the removal of the incoherent items.

In conclusion, our approach improves the performance of a recommender system, both
in terms of accuracy and of reduction of the computational time. As shown in the results of
the experiments, type, and entity of the improvements is related with the recommendation
strategy.

6 Conclusions and future work

In this paper we proposed a novel approach able to improve the quality of the user profiling,
which takes into account the items related to a user, with the aim of removing those that do
not reflect her real preferences. This is useful in many contexts, such as when the system
does not allow the users to express their preferences, or when the users do not to make use
of this option.

Through it we achieved a twofold result: firstly, we moved the evaluation process of the
items coherence from a domain based on strict mathematical criteria (i.e., variance of the
user’s ratings in the feature space) to a more flexible semantic domain. Considering that
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the removal of all incoherent items from the user profiles leads us toward a considerable
reduction of the magic barrier problem, the second important result is given by the fact that
we can consider each measured improvement as real, instead than a mere overfitting side
effect. The experimental results show that our approach is able to reshape the user profiles
in a coherent way.

A further possible extension might involve the use of a large amounts of data also related
to contexts different from each other as, for example, a sales platform that gives access to
very heterogeneous goods, in which we could operate in order to discover and process the
semantic interconnections between different classes of items and methods, to evaluate their
semantic coherence during the user profiling activity.
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