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Abstract

Modeling user behavior to detect segments of users to target and to whom
address ads (behavioral targeting) is a problem widely-studied in the literature.
Various sources of data are mined and modeled in order to detect these segments,
such as the queries issued by the users. In this paper we first show the need for
a user segmentation system to employ reliable user preferences, since nearly half
of the times users reformulate their queries in order to satisfy their information
need. Then we propose a method that analyzes the description of the items
positively evaluated by the users and extracts a vector representation of the
words in these descriptions (word embeddings). Since it is widely-known that
users tend to choose items of the same categories, our approach is designed to
avoid the so-called preference stability, which would associate the users to trivial
segments. Moreover, we make sure that the interpretability of the generated
segments is a characteristic offered to the advertisers who will use them. We
performed different sets of experiments on a large real-world dataset, which
validated our approach and showed its capability to produce effective segments.

Keywords: User Segmentation, Semantic Analysis, Behavioral Targeting,
Word Embeddings

1. Introduction

Behavioral targeting is the process of detecting segments of users with similar
behaviors, in order to address effective ads to them. Given the high interest that
extracting effective segments has, both the industry and the academia are study-
ing ways to model user behavior. In the industry, the systems try to monitor
the behavior of the users in implicit ways, in order to extract their preferences
and form the segments; usually, neither the algorithms not the data are publicly
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made available, to avoid disclosing both industrial secrets and private informa-
tion about the users. In the academic literature it has been highlighted that
classic approaches to segmentation (like k-means) cannot take into account the
semantics of the user behavior [1]. Tu and Lu [2] proposed a user segmentation
approach based on a semantic analysis of the queries issued by the users, while
Gong et al. [1] proposed a LDA-based semantic segmentation that groups users
with similar query and click behaviors.

However, several problems remain open in the literature when performing a
user segmentation by considering the user behavior.
Data sources reliability. In order to satisfy the users’ information need, query
reformulation characterizes nearly 50% of the queries issued by the users [3, 4, 5].
Therefore, the semantic analysis of a query is not a reliable source of informa-
tion, since it does not contain any information about whether or not a query
led to what the user was really looking for. Moreover, performing a semantic
analysis on the items evaluated by the users, in order to perform a filtering on
them, can increase the accuracy of a system [6, 7, 8]. Considering these aspects,
a possible solution to this issue would be a semantic analysis on the descrip-
tion of the items a user positively evaluated through an explicitly given rating.
However, another issue arises in cascade.
Preference stability. The analysis of reliable information about the users,
such as the description of the items evaluated by them, would probably lead to
trivial segments, since users tend to evaluate items of the same categories (e.g.,
they usually watch movies of the same genres or by the same director/actor).
This problem is known as preference stability [9] and on the one hand it leads
to high-quality knowledge sources, while on the other hand there is no way to
target the users with serendipitous and effective ads (overspecialization [10]).
Segmentation interpretability. Another open issue widely-studied in this
research area is the capability for a segmentation to be easily interpreted. A
recent survey on user segmentation (mostly focused on the library domain) [11],
highlighted that, in order to create a proper segmentation of the users, it is im-
portant to understand them. On the one hand, easily interpretable approaches
generate trivial segments, and even a partitioning with the k-means clustering
algorithm has proven to be more effective than this method [12], while on the
other hand, when a larger set of features is combined, the problem of properly
understanding and interpreting results arises [13, 14]. This is mostly due to the
lack of guidance on how to interpret the results of a segmentation [15]. The fact
that easily understandable approaches generate ineffective segments, and that
more complex ones are accurate but not easy to use in practice, generates an
important gap in this research area.
Our contributions. In this paper, we present an approach to user segmen-
tation, such that the sources of information used to build it are reliable, the
generated user segmentation is not trivial and it is easily interpretable.

As previously mentioned, the problem of using reliable sources of informa-
tion will be solved by considering the items positively evaluated by the users
with an explicitly-assigned rating. In particular, we employ the vector represen-
tation of the words in a description (word embedding) [16]. Word embeddings
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are built by considering as input a text corpus, that leads to the building of a
vocabulary, and to the learning of the vector representation of the words. They
are largely employed nowadays in several NLP tasks, such as the representa-
tions of sentences and paragraphs [17, 18], relational entities [19, 20], general
text-based attributes [21], descriptive text of images [22], and nodes in graph
structure [23]. According to the authors’ knowledge, no approach uses word
embeddings for user segmentation purposes.

For each class of items that the users can be targeted with (e.g., movie gen-
res), our approach builds a vector representation based on the word embeddings,
which characterizes the words that represent the class. In a similar way, we also
build a user model that captures the user interests. By matching the vector
representations of a class of items with the user model, thanks to a similarity
metric, we can associate a user to the segment that represents that class of
items. It is trivial to notice that each user can have a strong similarity also
with classes of items she never evaluated (thus avoiding the preference stabil-
ity problem) and that the segments can be easily interpreted (even if a class
and a user are represented by tens of features in the vector, the advertiser is
only required to specify which interests she wants to target). In order to allow
advertisers to specify more complex targets, we also present a boolean algebra
that combines multiple classes of items with simple operations (e.g., to extract
a vector representation of what characterizes comedy AND romantic movies).

More formally, the problem statement is the following:

Problem 1. We are given a set of users U = {u1, . . . , uN}, a set of items
I = {i1, . . . , iM}, and a set R of ratings used to express the user preferences
(e.g., R = [1, 5] or R = {like, dislike}). The set of all possible preferences
expressed by the users is a ternary relation P ⊆ U × I × R. We denote as
P+ ⊆ P the subset of preferences with a positive value, as I+ the items for
which there is a positive preference, and as Iu the items positively evaluated by
a user u. The set of item descriptions is denoted as D = {d1, . . . , dM} (note
that we have a description for each item, so | D |=| I |), and the vocabulary of
the words in D is denoted as V = {v1, · · · , vW }. Let NWEvw = {l1, · · · , lZ}
be the vector representation (neural word embedding) of each word vw ∈ V .
We denote as C = {c1, . . . , cK} the set of primitive classes used to classify the
items. Our first aim is to extract a vector representation of each class ck ∈ C
based on the neural word embeddings of the description of the items classified
with ck (neural class embedding, NCE), and a vector representation of each
user u ∈ U (user model, mu). The objective of this paper is to build a function
f : C → U that, given a class, returns a set of users to target T ⊆ U , such that
the similarity between the neural class embedding and the models of the users in
T is higher than a threshold value.

The scientific contributions of our proposal are now presented:

• we propose a novel use of neural word embeddings for user segmentation
purposes;
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• we introduce a novel data structure, called NCE (Neural Class Embed-
ding), able to model the words that characterize a class of items;

• we consider, for the first time in the user segmentation literature, the
reliability of the data sources. Indeed, with respect to the literature that
usually performs an analysis of the queries issued by the users, we rely on
the description of the items a user positively rated;

• we avoid preference stability by considering the similarity between each
user model and the vector representation of a classes of items, in order
to allow the approach to include a user in a segment that represents a
class of items she has never evaluated, but that is highly similar to her
preferences;

• we present a boolean algebra that allows us to specify, in a simple but
punctual way, the interests that the segment should cover; the algebra,
along with the built models, avoids the interpretability issues that usually
characterize the segmentations based on several features.

The rest of the paper is organized as follows: we first present the works
in the literature related with our approach (Section 2), then we continue with
the implementation details (Section 3) and the description of the performed
experiments (Section 4), ending with some concluding remarks (Section 5).

2. Related Work

Here, we report the main approaches developed in the industry and in the
literature for each of the topics related to our work.
Behavioral targeting. Most of the approaches to behavioral targeting have
been developed by the industry as real-word systems. Among the different types
of targeting that Google’s AdWords1 developed to present ads to the users, the
closest to our proposal is “Topic targeting”, in which the system groups and
reaches the users interested in a specific topic. In order to detect segments
that contain similar users, Facebook offers Core Audiences2, a tool that allows
advertisers to target users with similar locations, demographics, interests, or
behaviors; in particular, the interest-based segmentation considers a topic and
targets a segment of users interested by it. The service offered by Amazon, in-
stead, is called Interest-based ads policy3, and it targets segments of users with
similar interests, based on what the users purchased and visited, and by moni-
toring different forms of interaction with the website (e.g., the Amazon Browser
Bar). Yahoo! Behavioral Targeting4 creates a model with the online interac-
tions of the users, such as searches, page-views, and ad interactions, to predict

1https://support.google.com/adwords/answer/1704368?hl=en
2https://www.facebook.com/business/news/Core-Audiences
3http://www.amazon.com/b?node=5160028011
4http://advertising.stltoday.com/content/behavioral FAQ.pdf
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the set of users to target. Other commercial systems, such as DoubleClick5,
SpecificMedia6, Almond Net7, Burst8, Phorm9, and Revenue Science10 include
behavioral targeting features. When considering the studies presented in the
literature, there are approaches that exploit the semantics [6, 7] or the capa-
bilities of a recommender system [24, 25, 26] to improve the effectiveness of
the advertising, but none of them generates segments of target users. Yan et
al. [27] instead perform online advertising by monitoring the click-through log of
advertisements collected from a commercial search engine. Beales [28] studied
that prices and conversion rates (i.e., the likelihood of a click to lead to a sale),
collected from online advertising networks, are more effective sources of data to
decide which ads should be presented to the users. Chen et al. [29] presented a
scalable approach to behavioral targeting, based on a linear Poisson regression
model that uses granular events (such as individual ad clicks and search queries)
as features.
Behavioral user segmentation and segment interpretability. Bian et
al. [30] presented an approach to leverage historical user activity on real-world
Web portal services to build a behavior-driven user segmentation. Yao et al. [31]
adopted SOM-Ward clustering (i.e., Self Organizing Maps, combined with Ward
clustering), to segment a set of customers based on their demographic and be-
havioral characteristic. Zhou et al. [32] performed a user segmentation based on
a mixture of factor analyzers (MFA) that consider the navigational behavior of
the user in a browsing session. Regarding the semantic approaches to user seg-
mentation, Tu and Lu [2] and Gong et al. [1] both proposed approaches based on
a semantic analysis of the queries issued by the users through Latent Dirichlet
Allocation-based models, in which users with similar query and click behaviors
are grouped together. Similarly, Wu et al. [33] performed a semantic user seg-
mentation by adopting a Probabilistic Latent Semantic Approach on the user
queries. As this analysis showed, none of the behavioral targeting approaches
exploits the interactions of the users with a website in the form of a positive
rating given to an item. Choosing the right criteria to segment users is a widely
studied problem in the market segmentation literature, and two main classes
of approaches exist. On the one hand, the a priori [34] or commonsense [35]
approach is based on a simple property, like the age, which is used to segment
the users. Even though the generated segments are very easy to understand and
they can be created at a very low cost, the segmentation process is trivial and
even a partitioning with the k-means clustering algorithm has proven to be more
effective than this method [12]. On the other hand, post hoc [36] approaches
(also known as a posteriori [34] or data-driven [35]) combine a set of features
(which are known as segmentation base [37]) in order to create the segmentation.

5https://www.google.com/doubleclick/
6http://specificmedia.com/
7http://www.almondnet.com/
8http://www.burstmedia.com/
9http://www.phorm.com/

10http://www.revenuescience.com/
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Even though these approaches are more accurate when partitioning the users,
the problem of properly understanding and interpreting results arises [13, 14].
This is mostly due to the lack of guidance on how to interpret the results of a
segmentation [15].
Preference stability. Most domains are characterized by a stability of the
preferences over time [9]. Preference stability leads also to the fact that when
users get in touch with diverse items, diversity is not valued [38]. On the one
side, users tend to access to agreeable information (a phenomenon known as
filter bubble [39]) and this leads to the overspecialization problem [10], while on
the other side they do not want to face diversity. Another well-known problem is
the so called selective exposure, i.e., the tendency of users to make their choices
(goods or services) based only on their usual preferences, which excludes the
possibility for the users to find new items that may be of interest to them [40].
The literature presents several approaches that try to reduce this problem, e.g.,
NewsCube [41] operates by offering to the users several points of view, in order
to stimulate them to make different and unusual choices.

3. Using Word Embeddings to Model User Behavior and Detect User
Segments

Here we present the algorithms employed to built our user segmentation.
The approach works in five steps:

1. Neural Word Embeddings extraction: processing of the textual in-
formation of all the items, in order to remove the useless elements from
the text (e.g., punctuation marks, stop words, etc.), and extract the word
embeddings;

2. Neural Item Embeddings extraction: for each item, we sum the
correspondent vector elements of the words that compose its description,
to obtain as result a vector representation of the item;

3. User Modeling: creation of a model built by considering the embeddings
of the items a user likes;

4. Neural Class Embedding definition: creation of the Neural Class
Embeddings (NCEs), i.e., a series of vectors able to characterize each
class of items, based on the word embeddings of the items that belong
to a class; a class can either be a primitive class with whom an item was
classified, or a boolean one that combines the primitive classes through
boolean operators;

5. User segmentation: selection of the users characterized by a speci-
fied class, by comparing the user models with the NCE of the considered
classes.

In the following, we will describe in detail how each step works.

3.1. Neural Word Embeddings Extraction

Before extracting the vector representation from each word that describes an
item, we need to follow several preprocessing steps. Given an item description,
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the first form of preprocessing is the conversion of the string into lowercase
characters. Then we remove from the text punctuation marks, multiple spaces,
and stop-words. The text, split into words, is processed by the framework
to extract the neural word embeddings by using Google’s word2vec11, the most
widely-employed implementation in the literature. The tool requires as input the
item descriptions and a parameter Z that indicates how many layers (i.e., how
many elements) the vector should have. The tool first constructs a vocabulary
from the training text data and then learns the vector representation of the
words. The output of this step is a set of vectors that we named NWE, which
contain the representation of each word in the vocabulary as an embedding in
Z layers. Each element of the vector contains the relevance of the layer for that
word.

3.2. Neural Item Embeddings Extraction

For each item im ∈ I, we consider its description dm and the embeddings
of the words in it. The vector representation of the items is represented as the
sum of the vector representation of the words in their descriptions. Since the
vectors generated by the previous steps are linear, it is common to sum several
vectors to represent a short sentence (additive compositionality property) [42].
In this study we refer to the vector representation of an item as Neural Item
Embedding (NIE) and we build it as follows:

NIEim =

{
NIEim +NWEvw , if vw ∈ dm
NIEim , otherwise

(1)

By performing this operation for all the words vw ∈ V , we characterize each
item by considering the relevance of each layer for that item, based on the neural
word embeddings of its description.

3.3. User Modeling

For each user u ∈ U , this step considers the set of items Iu she likes, and
builds a user model mu that describes how each layer characterizes the user
profile. Each model mu is a vector that contains an element for each layer. In
order to build the vector, we consider the NIEim of each item im ∈ Iu for which
the user expressed a positive preference and perform the following operation:

mu =

{
mu +NIEim , if im ∈ Iu
mu, otherwise

(2)

This means that if a user expressed a positive preference for item im, we
add the relevance of each layer that represents the item to the user model
mu; otherwise, the value of the layer remains unaltered. By performing this
operation for all the items im ∈ Iu, we model a user by considering the values
of the layers in those items. The output of this step is a set M = {m1, . . . ,mN}
of user models (note that we have a model for each user, so |M |=| U |).

11https://code.google.com/archive/p/word2vec/
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3.4. Neural Class Embedding Definition

Given a set of classes C, in this step we define a vector, called Neural Class
Embedding (NCE), which represents each class as a vector, by considering the
embeddings of the items evaluated with that class. Moreover, we are going to
present an approach to build the boolean classes previously defined, i.e., a NCE
that describes multiple classes combined through a set of boolean operators
τ = {∧,∨,¬}.

Therefore, four types of neural class embeddings can be defined:

1. Primitive class-based NCE definition. Given a primitive class of
items ck, this operation creates a vector that contains the relevance of
each layer for that class, based on the embeddings of the items classified
with ck.

2. Interclass-based NCE definition. Given two classes ck and cq, we com-
bine the NCEs of the two classes with an AND operator, in order to build
a new neural class embedding that contains the layers that characterize
both the classes.

3. Superclass-based NCE definition. Given two classes ck and cq, we
combine the NCEs of the two classes with an OR operator, in order to
build a new neural class embedding that merges the relevance of each layer
for the two classes if it is characterizing for at least one of them.

4. Subclass-based NCE definition. Given two classes ck and cq, we use
the NCE of cq as a negation mask on the NCE of ck, in order to build a
new neural class embedding that contains the layers that characterize the
first class but do not characterize the second.

3.4.1. Primitive class-based NCE Definition

For each class ck ∈ C, we create a vector that stores the relevance of each
layer for that class. These vectors, called Neural Class Embedding, will be stored
in a set NCE = {nce1, . . . , nceK} (note that | NCE |=| C |, since we have a
vector for each class). Each vector ncek ∈ NCE contains an element for each
layer. In order to build the vector, we consider the NIE of each item im ∈ I+
for which there is a positive preference, and each class ck with whom im was
classified. The vector ncek will store the relevance of each layer for a class ck,
by considering the neural item embedding of the items classified with it:

ncek =

{
ncek +NIEim , if im ∈ ck
ncek, otherwise

(3)

In other words, we sum the relevance of each layer of an item im to that of
the class ck that classifies im. By performing this operation for all the items
im ∈ I+ that are classified with ck, we know the relevance of each layer for the
class. After we processed all the classes in C, we obtain the description of the
primitive classes that allow us to build the filters for the boolean classes.
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3.4.2. Interclass-based NCE Definition

Starting from the set NCE = {nce1, . . . , nceK}, we can arbitrarily manage
the elements ncek ∈ NCE to generate boolean classes, i.e., the combination of
primitive classes by means of a boolean operator. The first type of boolean
class we are going to define, named interclass is formed by the combination of
the neural class embeddings of the two classes ncek and nceq through an AND
operator. Considering each element lz of the two vectors, which indicates the
relevance of a layer lz for a class, the semantics of the operator is the following:

ncek[lz] ∧ nceq[lz] =

{
ncek[lz] + nceq[lz], if (ncek[lz] > 0) ∧ (nceq[lz] > 0)
0, otherwise

(4)
This boolean class indicates which layers characterize all the involved classes

of items. The relevance of a layer lz for both classes is summed if both classes
have have relevance higher than zero for that layer12. We can obtain this result
recurring to the axiomatic set theory (i.e., the elementary set theory based on
the Venn diagrams); indeed, we can consider each class of items as a set, and
create a new interclass that characterizes the common elements of two or more
NIEs, using an intersection operation ∩;

The example in Figure 1 is a simple demonstration of what said, based on
the axiomatic set theory. It describes the effect of a boolean AND operation
applied to the classes C1, C2, and C3: in this case, the result of operation
C1 ∩ C2 ∩ C3 represents a new interclass that we can use to refer to a precise
target of users, in a more atomic way than with the use of the primitive classes.

3.4.3. Superclass-based NCE Definition

By combining the neural class embeddings of two classes ncek and nceq
through an OR operator, we can generate a new type of boolean class, named
superclass. Considering each element lz of the two vectors, which indicates the
relevance of a layer lz for a class, the semantics of the operator is the following:

ncek[lz] ∨ nceq[lz] =

{
ncek[lz] + nceq[lz], if (ncek[lz] > 0) ∨ (nceq[lz] > 0)
0, otherwise

(5)
This boolean class would allow an advertiser to broaden a target, capturing

in a neural class embedding the relevance of the layers that are characterizing
for two or more classes. By using the axiomatic set theory, we can consider
each class of items as a set, and create a new superclass that characterizes more
native classes through an union operation ∪ of two or more SBSs.

12Note that we designed and developed several strategies and this is the most effective to
understand when a layer is relevant for a class. We omit the other strategies and the associated
experiments to facilitate the reading of the paper.
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C1

C2

C3C1

C2

C3

C1 ∩ C2 C2 ∩ C3

C1 ∩ C3

C1 ∩ C2 ∩ C3

Figure 1: Inter-class definition

The example in Figure 2 shows demonstration of what said based on the
axiomatic set theory. It describes the effect of a boolean OR operation applied
to the classes C1, C2, and C3 (represented by the grey area).

3.4.4. Subclass-based NCE Definition

Another important entity that we can obtain through the managing of the
elements ncek ∈ NCE is the subset of a primitive class. It means that we
can extract from a neural class embedding a subset of elements that express an
atomic characteristic of the source set. For instance, if we consider a dataset
where the items are movies, from a subset of native genres of classification
we can extract neural class embeddings that characterize some sub-genres of
movies.

More formally, a subclass is a partition of a primitive or boolean class, e.g.,
for the primitive class Comedy we can define an arbitrary number of subclasses,
applying some operation of the axiomatic set theory. In the example in Figure 3,
we define a subclass Comedy\Romance, in which all the layers that characterize
the Romance class are removed from the Comedy class. Therefore, only the
comedy movies that do contain romance elements are represented through this
boolean class.

Given two neural class embeddings ncek and nceq, each element lz of the
ncek vector remains unaltered if the corresponding element of the nceq is lower
than or equal to zero, otherwise it is set to zero, as shown in Equation (6).

ncek[lz] =

{
ncek[lz], if nceq[lz] ≤ 0
0, otherwise

(6)
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C1

C2

C3C1

C2

C3

Figure 2: Superclass definition

Comedy

Comedy \ Romance

Figure 3: Sub-class definition

3.4.5. Additional Considerations on the Boolean Classes

Given the elementary boolean operations we presented, we can also create
a new boolean class using the results of the previous operations, by combining
them with further operations of the same type, e.g., (nce1∨nce2)∧(nce2¬nce3).

It should be also noted that only the NOT operation, together with one
of the other two operations (AND and OR) is enough to express all possible

11



combination of classes, as shown in Equation (7).

x ∧ y = ¬(¬x ∨ ¬y)
x ∨ y = ¬(¬x ∧ ¬y)

(7)

3.5. User Segmentation

This step compares the output of the two previous steps (i.e., the set NCE of
vectors related to the neural class embeddings, and the set M of vectors related
to the user models), in order to infer which classes are relevant for a user. The
main idea is to consider which layers are relevant for a user u (this information
is stored in the user model mu) and evaluate which classes are characterized
by the layers in mu (this information is contained in each vector ncek, which
contains which layers are relevant for the class ck). The key concept behind this
step is that we do not consider the items a user evaluated anymore. Each vector
in NCE is used to estimate the relevance of each class for that user. Therefore,
a user might be associated to classes of items she never expressed a preference
for, but characterized by layers that also characterize the user model.

Since both the user models and the neural class embeddings are vectors,
the most straightforward form of comparison (which is also the most employed
in the literature) is to calculate the angle between them, through the cosine
similarity. A user is associated to the segment of the class ck, represented by
the neural class embedding ncek, if the cosine between the vectors (i.e., their
similarity) is higher than a threshold ϕ, as shown in Equation (8).

cos(ncek,mu) ≥ ϕ (8)

This choice allows us to associate a user to more than a class, as it nat-
urally happens in real-world scenarios, where a user can like more than one
movie/music genre. Indeed, the vector representation of her preferences guides
the association to the segments.

4. Experiments

This section describes the experiments performed to validate our proposal.
In Section 4.1 we present the experimental setup and strategy, in Section 4.2 the
dataset employed for the evaluation, Section 4.3 illustrates the involved metric,
and Section 4.4 contains the results.

4.1. Experimental Setup and Strategy

The experiments have been performed using the Java language with the
support of Java API implementation for word2vec, called DL4J (Deep Learning
for Java)13, and the real-world dataset Yahoo! Webscope Movie dataset (R4)14.

13http://deeplearning4j.org/word2vec
14http://webscope.sandbox.yahoo.com
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The experimental framework was developed by using a machine with an Intel
i7-4510U, quad core (2 GHz × 4) and a Linux 64-bit Operating System (Debian
Jessie) with 4 GBytes of RAM. To validate our proposal, we performed four
sets of experiments:

1. Neural Class Embeddings validation. Our segmentation is based on
a data structure that is built by combining the word embeddings of the
items classified with it. To validate the effectiveness of this data structure,
we divided the entire dataset into two parts (i.e., 90% was employed as
the training set and 10% as the test set). We used the 10724 items in the
training set to build the NCEs, and the 1191 items in the test set to verify
the capability of the NCE models to correctly characterize the classes. In
order to make this evaluation, we calculated the cosine similarity between
the vector representation of the items in the test set and the NCEs of the
classes.

2. Analysis of the ϕ parameter. The segmentation is built by putting
together all the users with a similarity higher than a threshold ϕ with a
class. This experiment analyzes the cardinality of the segments according
to the different values of the parameter.

3. Analysis of the primitive-class segments. This experiment analyzes
the segments of users associated to each primitive class, in order to evalu-
ate the capability of our proposal to include also users who did not express
explicit preferences for a class but might be interested in it.

4. Analysis of the combined-classes segments. This experiment ana-
lyzes the segments of users associated to each boolean class.

It should be observed that in order to validate the capability of our proposal
to detect users who are not characterized by explicit preferences for a class,
we compare with the so-called topic-based approach employed by both Google’s
AdWords and Facebook’s Core Audiences. In order to do so, in the experiments
number 3 and 4, we characterize the relevance of each class for a user, by con-
sidering how many movies of a genre a user evaluated (i.e., we are considering a
scenario in which the topic of interest is a genre of movies, which is equivalent to
our classes). This is done since the companies did not reveal how they associate
users to topics, and in order to make a direct comparison between an approach
that uses explicit preferences and our class-embedding-based approach.

4.2. Dataset

The used dataset contains a large amount of data related to users preferences
expressed on the Yahoo! Movies community that are rated on the base of two
different scales, from 1 to 13 and from 1 to 5 (we have chosen to use the latter).
The training data is composed by 7,642 users (| U |), 11,915 movies/items

(| I |), and 211,231 ratings (| R |). The average user rating (Ru =
∑

u ru
|U | ,

macro-averaged) is 3.70 and the average item rating (macro-averaged) is 3.58.
The average number of ratings per user is 27.64 and the average number of
ratings per item is 17.73. All users have rated at least 10 items and all items
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are rated by at least one user. The density ratio (δ = |R|
|U |∗|I| ) is 0.0023, meaning

that only 0.23% of entries in the user-item matrix are filled. As shown in Table
1, the items are classified by Yahoo in 19 different classes (movie genres), and
it is should be noted that each item may be classified in multiple classes.

01 Action/Adventure 11 Musical/Performing Arts
02 Adult Audience 12 Other
03 Animation 13 Reality
04 Art/Foreign 14 Romance
05 Comedy 15 Science Fiction/Fantasy
06 Crime/Gangster 16 Special Interest
07 Documentary 17 Suspense/Horror
08 Drama 18 Thriller
09 Kids/Family 19 Western
10 Miscellaneous

Table 1: Yahoo! Webscope R4 Genres

4.3. Metric

In order to detect the relevance of each class for the users in the topic-based
segmentation we compare our approach to, we use the well-known elbow method.
In other words, we increase the value of the number of evaluated-movies occur-
rences and calculate the variance, as shown in Equation (9), where x denotes
the number of users involved, and n is the number of measures performed: at
the beginning we can note a low level of variance, but at some point the level
suddenly increases; following the elbow method we chose as threshold value the
number of evaluated-movies occurrences used at this point.

S2 =

∑
(xi − x)

n− 1
(9)

4.4. Experimental Results

This section presents the results of each experiment previously presented.

4.4.1. Neural Class Embeddings validation

In this set of experiments we tested the capability of a NCE to model the
characteristics of a class.

The results show that the NCE models are able to correctly classify the
78.50% of the items (i.e., the highest value of cosine similarity between an item
and a class was with the class that classified the item).

Once we have verified the effectiveness of the NCE models, we have defined
them by using the entire dataset.

4.4.2. Analysis of the ϕ parameter

A user is assigned to the segment of a class if the similarity with the class is
higher than a threshold. Here, we will evaluate the cardinality of the generated
segments according to the different values of the threshold ϕ. This will allow us
to understand which values would lead to a significant analysis of the segments.
Figure 4 reports in the x axis the different values of ϕ and in the y axis a value
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called Selectivity that indicates when all the users are added to all the segments
(100%) and when no user is added to no segment (0%).

The optimal range of threshold values to test is the interval where a variation
in the similarity value leads toward a well-separated segmentation (i.e., without
an excessive overlapping between classes) of the users among all the classes. In
our case, the considered values are ϕ = {0.90, 0.92, . . . , 0.98}, highlighted in the
figure with a grey area.
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Figure 4: Optimal threshold range

4.4.3. Analysis of the primitive-class segments

Here we analyze the segments generated considering the NCEs produced for
the primitive classes. In order to make a comparison with topic-based baseline
approach, Table 2 first reports the number of preferences considered for each
class in order to decide if a user should or should not be associated to the
segment of that class.

In Table 3, we analyze the segments generated by our approach. As the
results show, with all the threshold values our segments are bigger in size than
those obtained with the baseline approach (“Native segment” column). This
means that if we consider the explicit preferences given by the users and perform
the so-called native segmentation when the number of preferences allows the
approach to differentiate the segments, the result are segments composed by
small amounts of users.
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Class Elbow Class Elbow
1 29 11 4
2 7 12 12
3 4 13 1
4 9 14 8
5 45 15 17
6 8 16 3
7 2 17 15
8 40 18 16
9 12 19 6

10 1

Table 2: Native elbow values

Column “Relevant Users” indicates how many users that have been placed
in a segment by our approach are actually related to the class (i.e., how many
users positively evaluated items of that class). It should be observed that this
extremely accurate result is obtained without knowing in the segmentation pro-
cess which items the user evaluated.

Note that a result like the one presented in Table 3 would allow an advertiser
to choose the threshold value by deciding between bigger or smaller segments
of users to target.

Items
Class

NCE
ϕ = 0.90

Relevant
Users

Native
Segment

NCE
ϕ = 0.92

Relevant
Users

Native
Segment

NCE
ϕ = 0.94

Relevant
Users

Native
Segment

NCE
ϕ = 0.96

Relevant
Users

Native
Segment

NCE
ϕ = 0.98

Relevant
Users

Native
Segment

1 6003 5924 227 5266 5224 227 4174 4157 227 2545 2543 227 516 516 227
2 0 0 1 0 0 1 0 0 1 0 0 1 0 0 1
3 1760 1271 305 1062 837 305 458 397 305 87 85 305 3 3 305
4 862 476 64 331 198 64 77 51 64 10 8 64 0 0 64
5 3582 3563 124 2544 2537 124 1481 1479 124 551 550 124 51 51 124
6 4114 3712 345 3161 2877 345 2033 1881 345 847 807 345 67 67 345
7 3357 257 114 2163 162 114 926 81 114 92 11 114 0 0 114
8 2713 2663 126 1778 1762 126 961 957 126 357 357 126 41 41 126
9 176 172 124 41 41 124 7 7 124 1 1 124 0 0 124
10 0 0 11 0 0 11 0 0 11 0 0 11 0 0 11
11 19 17 156 13 13 156 8 8 156 4 4 156 1 1 156
12 2731 1564 110 1837 1071 110 800 545 110 84 69 110 0 0 110
13 0 0 25 0 0 25 0 0 25 0 0 25 0 0 25
14 1779 1607 306 1149 1066 306 589 560 306 203 198 306 25 25 306
15 1534 1513 205 831 825 205 347 345 205 73 73 205 4 4 205
16 229 14 21 113 10 21 36 4 21 7 3 21 0 0 21
17 3527 2238 90 1936 1389 90 591 502 90 87 83 90 13 13 90
18 3933 3641 227 2763 2601 227 1534 1469 227 487 472 227 37 36 227
19 1180 315 28 497 172 28 142 65 28 25 15 28 1 1 28

Table 3: Analysis of the segments

In order to summarize the results obtained with different threshold values,
Figure 5 shows the average size of the partitions obtained by adopting our
approach, and comparing it with the native partitioning, while Figure 6 reports
the mean number of relevant users for each class.

As we can observe, the relevance of the additional users is proved for all
classes except the 7th (i.e., documentary), due to the difficulty to semantically
characterize this heterogeneous class of items.

4.4.4. Analysis of the combined-classes segments

The last set of experiments is aimed at verifying the user segmentation gen-
erated through the combination of classes. In order to perform this operation
we take into account the two classes with which most items were evaluated (i.e.,
5 and 1). The classes were combined to generate an Interclass-based NCE and
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Figure 6: Mean relevance of the NCE users
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Figure 7: Combined classes

a Superclass-based NCE. We also test a Subclass-based NCE by taking into ac-
count the classes 5 and 14, i.e., the ones in the dataset that have been most
used to co-classify the items.

Figure 7 shows the mean number of users placed in the segments by using
a threshold value ϕ = {0.1, 0.2, . . . , 0.6} (above these values no segmentation
is possible). These results show that also when the classes are combined, they
generate large segments of users to target and these users have shown interest
in the classes. This means that a NCE is an effective data structure to model
the classes, even when they are combined.

5. Conclusions and Future Work

This paper presented an approach to segment the users by analyzing the
items positively evaluated by them, in order to consider reliable user preferences.
These items were analyzed by extracting the word embeddings and by building a
novel type of class model, named Neural Class Embedding. The models allowed
us to understand what characterizes each class of items and to generate segments
of users with certain characteristics. In this way, we designed an approach
that does not generate trivial segments, since the segmentation process is not
purely based on the items evaluated by the users. Moreover, the segmentation
is easily interpretable, as the advertisers are only required to specify the class
(or classes) of items they want to target, which can be combined through an
effective boolean algebra presented in this study. Future work will test the
capability of our approach to characterize segments of users whose purchased
items are semantically related. This approach would allow us to target the users
in a different way, e.g., by performing group recommendations to them (i.e., by
recommending items to groups of “semantically similar” users).
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